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Chapter 9

Algorithm-independent machine learning

9.1 Introduction

In the previous chapters we have seen many learning algorithms and techniques for pattern recognition. When confronting such a range of algorithms, every reader has wondered at one time or another which one is “best.” Of course, some algorithms may be preferred because of their lower computational complexity; others may be preferred because they take into account some prior knowledge of the form of the data (e.g., discrete, continuous, unordered list, string, ...). Nevertheless there are classification problems for which such issues are of little or no concern, or we wish to compare algorithms that are equivalent in regard to them. In these cases we are left with the question: Are there any reasons to favor one algorithm over another? For instance, given two classifiers that perform equally well on the training set, it is frequently asserted that the simpler classifier can be expected to perform better on a test set. But is this version of Occam’s razor really so evident? Likewise, we frequently prefer or impose smoothness on a classifier’s decision functions. Do simpler or “smoother” classifiers generalize better, and if so, why? In this chapter we address these and related questions concerning the foundations and philosophical underpinnings of statistical pattern classification. Now that the reader has intuition and experience with individual algorithms, these issues in the theory of learning may be better understood.

In some fields there are strict conservation laws and constraint laws — such as the conservation of energy, charge and momentum in physics, or the second law of thermodynamics, which states that the entropy of an isolated system can never decrease. These hold regardless of the number and configuration of the forces at play. Given the usefulness of such laws, we naturally ask: are there analogous results in pattern recognition, ones that do not depend upon the particular choice of classifier or learning method? Are there any fundamental results that hold regardless of the cleverness of the designer, the number and distribution of the patterns, and the nature of the classification task?

Of course it is very valuable to know that there exists a constraint on classifier
accuracy, the Bayes limit, and it is sometimes useful to compare performance to this theoretical limit. Alas in practice we rarely if ever know the Bayes error rate. Even if we did know this error rate, it would not help us much in designing a classifier; thus the Bayes error is generally of theoretical interest. What other fundamental principles and properties might be of greater use in designing classifiers?

Before we address such problems, we should clarify the meaning of the title of this chapter. “Algorithm-independent” here refers, first, to those mathematical foundations that do not depend upon the particular classifier or learning algorithm used. Our upcoming discussion of bias and variance is just as valid for methods based on neural networks as for the nearest-neighbor or for model-dependent maximum likelihood. Second, we mean techniques that can be used in conjunction with different learning algorithms, or provide guidance in their use. For example, cross validation and re-sampling techniques can be used with any of a large number of training methods. Of course by the very general notion of an algorithm these too are algorithms, technically speaking, but we discuss them in this chapter because of their breadth of applicability and independence from the details of the learning techniques encountered up to here.

In this chapter we shall see, first, that no pattern classification method is inherently superior to any other, or even to random guessing; it is the type of problem, prior distribution and other information that determine which form of classifier should provide the best performance. We shall then explore several ways to quantify and adjust the “match” between a learning algorithm and the problem it addresses. In any particular problem there are differences between classifiers, of course, and thus we show that with certain assumptions we can estimate their accuracy (even for instance before the candidate classifier is fully trained) and compare different classifiers. Finally, we shall see methods for integrating component or “expert” classifiers, which themselves might implement any of a number of algorithms.

We shall present the results that are most important for pattern recognition practitioners, occasionally skipping over mathematical details that can be found in the original research referenced in the Bibliographical and Historical Remarks section.

### 9.2 Lack of inherent superiority of any classifier

We now turn to the central question posed above: If we are interested solely in the generalization performance, are there any reasons to prefer one classifier or learning algorithm over another? If we make no prior assumptions about the nature of the classification task, can we expect any classification method to be superior or inferior overall? Can we even find an algorithm that is overall superior to (or inferior to) random guessing?

#### 9.2.1 No Free Lunch Theorem

As summarized in the *No Free Lunch Theorem*, the answer to these and several related questions is *no*: on the criterion of generalization performance, there are no context- or problem-independent reasons to favor one learning or classification method over another. The apparent superiority of one algorithm or set of algorithms is due to the nature of the problems investigated and the distribution of data. It is an appreciation of the No Free Lunch Theorem that allows us, when confronting practical pattern recognition problems, to focus on the aspects that matter most — prior information, data distribution, amount of training data and cost or reward
functions. The Theorem also justifies a scepticism about studies that purport to demonstrate the overall superiority of a particular learning or recognition algorithm.

When comparing algorithms we sometimes focus on generalization error for points *not* in the training set \( \mathcal{D} \), rather than the more traditional independent identically distributed or i.i.d. case. We do this for several reasons: First, virtually any powerful algorithm such as the nearest-neighbor algorithm, unpruned decision trees, or neural networks with sufficient number of hidden nodes, can learn the training set. Second, for low-noise or low-Bayes error cases, if we use an algorithm powerful enough to learn the training set, then the upper limit of the i.i.d. error decreases as the training set size increases. In short, it is the off-training set error — the error on points *not* in the training set — that is a better measure for distinguishing algorithms. Of course, for most applications the final performance of a fielded classifier is the full i.i.d. error.

For simplicity consider a two-category problem, where the training set \( \mathcal{D} \) consists of patterns \( \mathbf{x} \) and associated category labels \( y_i = \pm 1 \) for \( i = 1, \ldots, n \) generated by the unknown target function to be learned, \( F(\mathbf{x}) \), where \( y_i = F(\mathbf{x}^i) \). In most cases of interest there is a random component in \( F(\mathbf{x}) \) and thus the same input could lead to different categories, giving non-zero Bayes error. At first we shall assume that the feature set is discrete; this simplifies notation and allows the use of summation and probabilities rather than integration and probability densities. The general conclusions hold in the continuous case as well, but the required technical details would cloud our discussion.

Let \( \mathcal{H} \) denote the (discrete) set of hypotheses, or possible sets of parameters to be learned. A particular hypothesis \( h(\mathbf{x}) \in \mathcal{H} \) could be described by quantized weights in a neural network, or parameters \( \theta \) in a functional model, or sets of decisions in a tree, etc. Further, \( P(h) \) is the prior probability that the algorithm will produce hypothesis \( h \) after training; note that this is *not* the probability that \( h \) is correct. Next, \( P(h|\mathcal{D}) \) denotes the probability that the algorithm will yield hypothesis \( h \) when trained on the data \( \mathcal{D} \). In deterministic learning algorithms such as the nearest-neighbor and decision trees, \( P(h|\mathcal{D}) \) will be everywhere zero except for a single hypothesis \( h \). For stochastic methods, such as neural networks trained from random initial weights, or stochastic Boltzmann learning, \( P(h|\mathcal{D}) \) will be a broad distribution. For a general loss function \( L(\cdot, \cdot) \) we let \( E = L(\cdot, \cdot) \) be the scalar error or cost. While the natural loss function for regression is a sum-square error, for classification we focus on zero-one loss, and thus the generalization error is the expected value of \( E \).

How shall we judge the generalization quality of a learning algorithm? Since we are not given the target function, the natural measure is the expected value of the error given \( \mathcal{D} \), summed over all possible targets. This scalar value can be expressed as a weighted “inner product” between the distributions \( P(h|\mathcal{D}) \) and \( P(F|\mathcal{D}) \), as follows:

\[
\mathcal{E}[E|\mathcal{D}] = \sum_{h, F} \sum_{\mathbf{x} \notin \mathcal{D}} P(\mathbf{x}) |1 - \delta(F(\mathbf{x}), h(\mathbf{x}))| P(h|\mathcal{D}) P(F|\mathcal{D}) \tag{1}
\]

where for the moment we assume there is no noise. The familiar Kronecker delta function, \( \delta(\cdot, \cdot) \), has value 1 if its two arguments match, and value 0 otherwise. Equation 1 states that the expected error rate, given a fixed training set \( \mathcal{D} \), is related to the sum over all possible inputs weighted by their probabilities, \( P(\mathbf{x}) \), as well as the “alignment” or “match” of the learning algorithm, \( P(h|\mathcal{D}) \), to the actual posterior \( P(F|\mathcal{D}) \).

The important insight provided by this equation is that without prior knowledge concerning \( P(F|\mathcal{D}) \), we can prove little about any particular learning algorithm \( P(h|\mathcal{D}) \), including its generalization performance.
The expected off-training set classification error when the true function is $F(x)$ and some candidate learning algorithm is $P_k(h(x)|D)$ is given by

$$\mathcal{E}_k(E|F,n) = \sum_{x \notin D} P(x)[1 - \delta(F(x),h(x))]P_k(h(x)|D).$$

(2)

With this background and the terminology of Eq. 2 we can now turn to a formal statement of the No Free Lunch Theorem.

**Theorem 9.1 (No Free Lunch)** For any two learning algorithms $P_1(h|D)$ and $P_2(h|D)$, the following are true, independent of the sampling distribution $P(x)$ and the number $n$ of training points:

1. Uniformly averaged over all target functions $F$, $\mathcal{E}_1(E|F,n) - \mathcal{E}_2(E|F,n) = 0$;
2. For any fixed training set $D$, uniformly averaged over $F$, $\mathcal{E}_1(E|F,D) - \mathcal{E}_2(E|F,D) = 0$;
3. Uniformly averaged over all priors $P(F)$, $\mathcal{E}_1(E|n) - \mathcal{E}_2(E|n) = 0$;
4. For any fixed training set $D$, uniformly averaged over $P(F)$, $\mathcal{E}_1(E|D) - \mathcal{E}_2(E|D) = 0$.

Part 1 says that uniformly averaged over all target functions the expected error for all learning algorithms is the same, i.e.,

$$\sum_F \sum_D P(D|F) [\mathcal{E}_1(E|F,n) - \mathcal{E}_2(E|F,n)] = 0,$$

(3)

for any two learning algorithms. In short, no matter how clever we are at choosing a “good” learning algorithm $P_1(h|D)$, and a “bad” algorithm $P_2(h|D)$ (perhaps even random guessing, or a constant output), if all target functions are equally likely, then the “good” algorithm will not outperform the “bad” one. Stated more generally, there are no $i$ and $j$ such that for all $F(x)$, $\mathcal{E}_i(E|F,n) > \mathcal{E}_j(E|F,n)$. Furthermore, no matter what algorithm you use, there is at least one target function for which random guessing is a better algorithm.

Assuming the training set can be learned by all algorithms in question, then Part 2 states that even if we know $D$, then averaged over all target functions no learning algorithm yields an off-training set error that is superior to any other, i.e.,

$$\sum_F [\mathcal{E}_1(E|F,D) - \mathcal{E}_2(E|F,D)] = 0.$$

(4)

Parts 3 & 4 concern non-uniform target function distributions, and have related interpretations (Problems 2 – 5). Example 1 provides an elementary illustration.

**Example 1: No Free Lunch for binary data**

Consider input vectors consisting of three binary features, and a particular target function $F(x)$, as given in the table. Suppose (deterministic) learning algorithm 1 assumes every pattern is in category $\omega_1$ unless trained otherwise, and algorithm 2 assumes every pattern is in $\omega_2$ unless trained otherwise. Thus when trained with

* The clever name for the Theorem was suggested by David Haussler.
9.2. LACK OF INHERENT SUPERIORITY OF ANY CLASSIFIER

In this case the expected errors on the off-training set data are $E_1(E|F,D) = 0.4$ and $E_2(E|F,D) = 0.6$.

For this target function $F(x)$, clearly algorithm 1 is superior to algorithm 2. But note that the designer does not know $F(x)$ — indeed, we assume we have no prior information about $F(x)$. The fact that all targets are equally likely means that $D$ provides no information about $F(x)$. If we wish to compare the algorithms overall, we therefore must average over all such possible target functions consistent with the training data. Part 2 of Theorem 9.1 states that averaged over all possible target functions, there is no difference in off-training set errors between the two algorithms.

For each of the $2^5$ distinct target functions consistent with the $n = 3$ patterns in $D$, there is exactly one other target function whose output is inverted for each of the patterns outside the training set, and this ensures that the performances of algorithms 1 and 2 will also be inverted, so that the contributions to the formula in Part 2 cancel. Thus indeed Part 2 of the Theorem as well as Eq. 4 are obeyed.

Figure 9.1 illustrates a result derivable from Part 1 of Theorem 9.1. Each of the six squares represents the set of all possible classification problems; note that this is not the standard feature space. If a learning system performs well — higher than average generalization accuracy — over some set of problems, then it must perform worse than average elsewhere, as shown in a). No system can perform well throughout the full set of functions, d); to do so would violate the No Free Lunch Theorem.

In sum, all statements of the form “learning/recognition algorithm 1 is better than algorithm 2” are ultimately statements about the relevant target functions. There is, hence, a “conservation theorem” in generalization: for every possible learning algorithm for binary classification the sum of performance over all possible target functions is exactly zero. Thus we cannot achieve positive performance on some problems without getting an equal and opposite amount of negative performance on other problems. While we may hope that we never have to apply any particular algorithm to certain problems, all we can do is trade performance on problems we do not expect to encounter with those that we do expect to encounter. This, and the other results from the No Free Lunch Theorem, stress that it is the assumptions about the learning domains that are relevant. Another practical import of the Theorem is that even popular and theoretically grounded algorithms will perform poorly on some problems, ones in which the learning algorithm and the posterior happen not to be “matched,” as governed by Eq. 1. Practitioners must be aware of this possibility, which arises in real-world applications. Expertise limited to a small range of methods, even powerful ones such as neural networks, will not suffice for all classification problems.
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Figure 9.1: The No Free Lunch Theorem shows the generalization performance on the off-training set data that can be achieved (top row), and the performance that cannot be achieved (bottom row). Each square represents all possible classification problems consistent with the training data — this is not the familiar feature space. A + indicates that the classification algorithm has generalization higher than average, a - indicates lower than average, and a 0 indicates average performance. The size of a symbol indicates the amount by which the performance differs from the average. For instance, a) shows that it is possible for an algorithm to have high accuracy on a small set of problems so long as it has mildly poor performance on all other problems. Likewise, b) shows that it is possible to have excellent performance throughout a large range of problem but this will be balanced by very poor performance on a large range of other problems. It is impossible, however, to have good performance throughout the full range of problems, shown in d). It is also impossible to have higher than average performance on some problems, and average performance everywhere else, shown in e).

Experience with a broad range of techniques is the best insurance for solving arbitrary new classification problems.

9.2.2 *Ugly Duckling Theorem

While the No Free Lunch Theorem shows that in the absence of assumptions we should not prefer any learning or classification algorithm over another, an analogous theorem addresses features and patterns. Roughly speaking, the Ugly Duckling Theorem states that in the absence of assumptions there is no privileged or “best” feature representation, and that even the notion of similarity between patterns depends implicitly on assumptions which may or may not be correct.

Since we are using discrete representations, we can use logical expressions or “predicates” to describe a pattern, much as in Chap. ???. If we denote a binary feature attribute by \( f_i \), then a particular pattern might be described by the predicate “\( f_1 \ AND \ f_2 \),” another pattern might be described as “\( NOT \ f_2 \),” and so on. Likewise we could have a predicate involving the patterns themselves, such as \( x_1 \ OR \ x_2 \). Figure 9.2 shows how patterns can be represented in a Venn diagram.

Below we shall need to count predicates, and for clarity it helps to consider a particular Venn diagram, such as that in Fig. 9.3. This is the most general Venn diagram based on two features, since for every configuration of \( f_1 \) and \( f_2 \) there is
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Figure 9.2: Patterns $x_i$, represented as $d$-tuples of binary features $f_i$, can be placed in Venn diagram (here $d = 3$); the diagram itself depends upon the classification problem and its constraints. For instance, suppose $f_1$ is the binary feature attribute has_legs, $f_2$ is has_right_arm and $f_3$ the attribute has_right_hand. Thus in part a) pattern $x_1$ denotes a person who has legs but neither arm nor hand; $x_2$ a person who has legs and an arm, but no hand; and so on. Notice that the Venn diagram expresses the biological constraints associated with real people: it is impossible for someone to have a right hand but no right arm. Part c) expresses different constraints, such as the biological constraint of mutually exclusive eye colors. Thus attributes $f_1$, $f_2$ and $f_3$ might denote brown, green and blue respectively and a pattern $x_i$ describes a real person, whom we can assume cannot have eyes that differ in color.

indeed a pattern. Here predicates can be as simple as “$x_1$,” or more complicated, such as “$x_1 OR x_2 OR x_4$,” and so on.

Figure 9.3: The Venn for a problem with no constraints on two features. Thus all four binary attribute vectors can occur.

The rank $r$ of a predicate is the number of the simplest or indivisible elements it contains. The tables below show the predicates of rank 1, 2 and 3 associated with the Venn diagram of Fig. 9.3. Not shown is the fact that there is but one predicate of rank $r = 4$, the disjunction of the $x_1, \ldots, x_4$, which has the logical value True. If we let $n$ be the total number of regions in the Venn diagram (i.e., the number of distinct possible patterns), then there are $(^n_4)$ predicates of rank $r$, as shown at the bottom of the table.

* Technically speaking, we should use set operations rather than logical operations when discussing the Venn diagram, writing $x_1 \cup x_2$ instead of $x_1 OR x_2$. Nevertheless we use logical operations here for consistency with the rest of the text.
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The total number of predicates in the absence of constraints is

$$\sum_{r=0}^{n} \binom{n}{r} = (1 + 1)^n = 2^n,$$

and thus for the $d = 4$ case of Fig. 9.3, there are $2^4 = 16$ possible predicates (Problem 9). Note that Eq. 5 applies only to the case where there are no constraints; for Venn diagrams that do incorporate constraints, such as those in Fig. 9.2, the formula does not hold (Problem 10).

Now we turn to our central question: In the absence of prior information, is there a principled reason to judge any two distinct patterns as more or less similar than two other distinct patterns? A natural and familiar measure of similarity is the number of features or attributes shared by two patterns, but even such an obvious measure presents conceptual difficulties.

To appreciate such difficulties, consider first a simple example. Suppose attributes $f_1$ and $f_2$ represent blind in right eye and blind in left eye, respectively. If we base similarity on shared features, person $x_1 = \{1, 0\}$ (blind only in the right eye) is maximally different from person $x_2 = \{0, 1\}$ (blind only in the left eye). In particular, in this scheme $x_1$ is more similar to a totally blind person and to a normally sighted person than he is to $x_2$. But this result may prove unsatisfactory; we can easily envision many circumstances where we would consider a person blind in just the right eye to be “similar” to one blind in just the left eye. Such people might be permitted to drive automobiles, for instance. Further, a person blind in just one eye would differ significantly from totally blind person who would not be able to drive.

A second, related point is that there are always multiple ways to represent vectors (or tuples) of attributes. For instance, in the above example, we might use alternative features $f'_1$ and $f'_2$ to represent blind in right eye and same in both eyes, respectively, and then the four types of people would be represented as shown in the tables.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$f_1$</th>
<th>$f_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Of course there are other representations, each more or less appropriate to the particular problem at hand. In the absence of prior information, though, there is no principled reason to prefer one of these representations over another.
We must then still confront the problem of finding a principled measure the similarity between two patterns, given some representation. The only plausible candidate measure in this circumstance would be the number of predicates (rather than the number of features) the patterns share. Consider two distinct patterns (in some representation) \( x_i \) and \( x_j \), where \( i \neq j \). Regardless of the constraints in the problem (i.e., the Venn diagram), there are, of course, no predicates of rank \( r = 1 \) that are shared by the two patterns. There is but one predicate of rank \( r = 2 \), i.e., \( x_i \ OR \ x_j \). A predicate of rank \( r = 3 \) must contain three patterns, two of which are \( x_i \) and \( x_j \). Since there are \( d \) patterns total, there are then \( \binom{d-2}{1} = d - 2 \) predicates of rank 3 that are shared by \( x_i \) and \( x_j \). Likewise, for an arbitrary rank \( r \), there are \( \binom{d-2}{r-2} \) predicates shared by the two patterns, where \( 2 \leq r \leq d \). The total number of predicates shared by the two patterns is thus the sum

\[
\sum_{r=2}^{d} \binom{d-2}{r-2} = (1+1)^{d-2} = 2^{d-2}.
\]

Note the key result: Eq. 6 is independent of the choice of \( x_i \) and \( x_j \) (so long as they are distinct). Thus we conclude that the number of predicates shared by two distinct patterns is constant, and independent of the patterns themselves (Problem 11). We conclude that if we judge similarity based on the number of predicates that patterns share, then any two distinct patterns are “equally similar.” This is stated formally as:

**Theorem 9.2 (Ugly Duckling)** Given that we use a finite set of predicates that enables us to distinguish any two patterns under consideration, the number of predicates shared by any two such patterns is constant and independent of the choice of those patterns. Furthermore, if pattern similarity is based on the total number of predicates shared by two patterns, then any two patterns are “equally similar.”

In summary, then, the Ugly Duckling Theorem states something quite simple yet important: there is no problem-independent or privileged or “best” set of features or feature attributes. Moreover, while the above was derived using \( d \)-tuples of binary values, it also applies to a continuous feature spaces too, if such as space is discretized (at any resolution). The Theorem forces us to acknowledge that even the apparently simple notion of similarity between patterns is fundamentally based on implicit assumptions about the problem domain (Problem 12).

### 9.2.3 Minimum description length (MDL)

It is sometimes claimed that the minimum description length principle provides justification for preferring one type of classifier over another — specifically “simpler” classifiers over “complex” ones. Briefly stated, the approach purports to find some irreducible, smallest representation of all members of a category (much like a “signal”); all variation among the individual patterns is then “noise.” The principle argues that by simplifying recognizers appropriately, the signal can be retained while the noise is ignored. Because the principle is so often invoked, it is important to understand what properly derives from it, what does not, and how it relates to the No Free Lunch

*The Theorem gets its fanciful name from the following counter-intuitive statement: Assuming similarity is based on the number of shared predicates, an ugly duckling \( A \) is as similar to beautiful swan \( B \) as beautiful swan \( C \) is to \( B \), given that these items differ from one another.*
Theorem. To do so, however, we must first understand the notion of algorithmic complexity.

**Algorithmic complexity**

Algorithmic complexity — also known as Kolmogorov complexity, Kolmogorov-Chaitin complexity, descriptional complexity, shortest program length or algorithmic entropy — seeks to quantify an inherent complexity of a binary string. (We shall assume both classifiers and patterns are described by such strings.) Algorithmic complexity can be explained by analogy to communication, the earliest application of information theory (App. ??). If the sender and receiver agree upon a specification method \( L \), such as an encoding or compression technique, then message \( x \) can then be transmitted as \( y \), denoted \( L(y) = x \) or \( y : L(y) = x \). The cost of transmission of \( x \) is the length of the transmitted message \( y \), that is, \( |y| \). The least such cost is hence the minimum length of such a message, denoted \( \min : L(y) = x \); this minimal length is the entropy of \( x \) under the specification or transmission method \( L \).

Algorithmic complexity is defined by analogy to entropy, where instead of a specification method \( L \), we consider programs running on an abstract computer, i.e., one whose functions (memory, processing, etc.) are described operationally and without regard to hardware implementation. Consider an abstract computer that takes as a program a binary string \( y \) and outputs a string \( x \) and halts. In such a case we say that \( y \) is an abstract encoding or description of \( x \).

A universal description should be independent of the specification (up to some additive constant), so that we can compare the complexities of different binary strings. Such a method would provide a measure of the inherent information content, the amount of data which must be transmitted in the absence of any other prior knowledge. The Kolmogorov complexity of a binary string \( x \), denoted \( K(x) \), is defined as the size of the shortest program \( y \), measured in bits, that without additional data computes the string \( x \) and halts. Formally, we write

\[
K(x) = \min_{|y|}[U(y) = x],
\]

where \( U \) represents an abstract universal Turing machine or Turing computer. For our purposes it suffices to state that a Turing machine is “universal” in that it can implement any algorithm and compute any computable function. Kolmogorov complexity is a measure of the incompressibility of \( x \), and is analogous to minimal sufficient statistics, the optimally compressed representation of certain properties of a distribution (Chap. ??).

Consider the following examples. Suppose \( x \) consists solely of \( n \) 1s. This string is actually quite “simple.” If we use some fixed number of bits \( k \) to specify a general program containing a loop for printing a string of 1s, we need merely \( \log_2 n \) more bits to specify the iteration number \( n \), the condition for halting. Thus the Kolmogorov complexity of a string of \( n \) 1s is \( K(x) = O(\log_2 n) \). Next consider the transcendental number \( \pi \), whose infinite sequence of seemingly random binary digits, \( \begin{aligned} 11.00100100001111101101010001 \ldots \end{aligned} \), actually contains only a few bits of information: the size of the shortest program that can produce any arbitrarily large number of consecutive digits of \( \pi \). Informally we say the algorithmic complexity of \( \pi \) is a constant; formally we write \( K(\pi) = O(1) \), which means \( K(\pi) \) does not grow with increasing number of desired bits. Another example is a “truly” random binary string, which cannot be expressed as a shorter string; its algorithmic complexity is within a
constant factor of its length. For such a string we write $K(x) = \mathcal{O}(|x|)$, which means that $K(x)$ grows as fast as the length of $x$ (Problem 13).

9.2.4 Minimum description length principle

We now turn to a simple, “naive” version of the minimum description length principle and its application to pattern recognition. Given that all members of a category share some properties, yet differ in others, the recognizer should seek to learn the common or essential characteristics while ignoring the accidental or random ones. Kolmogorov complexity seeks to provide an objective measure of simplicity, and thus the description of the “essential” characteristics.

Suppose we seek to design a classifier using a training set $\mathcal{D}$. The minimum description length (MDL) principle states that we should minimize the sum of the model’s algorithmic complexity and the description of the training data with respect to that model, i.e.,

\begin{equation}
K(h, \mathcal{D}) = K(h) + K(\mathcal{D} \text{ using } h).
\end{equation}

Thus we seek the model $h^*$ that obeys $h^* = \arg \min_h K(h, \mathcal{D})$ (Problem 14). (Variations on the naive minimum description length principle use a weighted sum of the terms in Eq. 8.) In practice, determining the algorithmic complexity of a classifier depends upon a chosen class of abstract computers, and this means the complexity can be specified only up to an additive constant.

A particularly clear application of the minimum description length principle is in the design of decision tree classifiers (Chap. ??). In this case, a model $h$ specifies the tree and the decisions at the nodes; thus the algorithmic complexity of the model is proportional to the number of nodes. The complexity of the data given the model could be expressed in terms of the entropy (in bits) of the data $\mathcal{D}$, the weighted sum of the entropies of the data at the leaf nodes. Thus if the tree is pruned based on an entropy criterion, there is an implicit global cost criterion that is equivalent to minimizing a measure of the general form in Eq. 8 (Computer exercise 1).

It can be shown theoretically that classifiers designed with a minimum description length principle are guaranteed to converge to the ideal or true model in the limit of more and more data. This is surely a very desirable property. However, such derivations cannot prove that the principle leads to superior performance in the finite data case; to do so would violate the No Free Lunch Theorems. Moreover, in practice it is often difficult to compute the minimum description length, since we may not be clever enough to find the “best” representation (Problem 17). Assume there is some correspondence between a particular classifier and an abstract computer; in such a case it may be quite simple to determine the length of the string $y$ necessary to create the classifier. But since finding the algorithmic complexity demands we find the shortest such string, we must perform a very difficult search through possible programs that could generate the classifier.

The minimum description length principle can be viewed from a Bayesian perspective. Using our current terminology, Bayes formula states

\begin{equation}
P(h|\mathcal{D}) = \frac{P(h)P(\mathcal{D}|h)}{P(\mathcal{D})}
\end{equation}

for discrete hypotheses and data. The optimal hypothesis $h^*$ is the one yielding the highest posterior probability, i.e.,
\[ h^* = \arg \max_h [P(h)P(D|h)] \]
\[ = \arg \max_h [\log_2 P(h) + \log_2 P(D|h)], \]  

much as we saw in Chap. ??.

We note that a string \( x \) can be communicated or represented at a cost bounded below by \(-\log_2 P(x)\), as stated in Shannon’s optimal coding theorem. Shannon’s theorem thus provides a link between the minimum description length (Eq. 8) and the Bayesian approaches (Eq. 10). The minimum description length principle states that simple models (small \( K(h) \)) are to be preferred, and thus amounts to a bias toward “simplicity.” It is often easier in practice to specify such a prior in terms of a description length than it is using functions of distributions (Problem 16). We shall revisit the issue of the tradeoff between simplifying the model and fitting the data in the bias-variance dilemma in Sec. 9.3.

It is found empirically that classifiers designed using the minimum description length principle work well in many problems. As mentioned, the principle is effectively a method for biasing priors over models toward “simple” models. The reasons for the many empirical success of the principle are not trivial, as we shall see in Sect. 9.2.5. One of the greatest benefits of the principle is that it provides a computationally clear approach to balancing model complexity and the fit of the data. In somewhat more heuristic methods, such as pruning neural networks, it is difficult to compare the algorithmic complexity of the network (e.g., number of units or weights) with the entropy of the data with respect to that model.

### 9.2.5 Overfitting avoidance and Occam’s razor

Throughout our discussions of pattern classifiers, we have mentioned the need to avoid overfitting by means of regularization, pruning, inclusion of penalty terms, minimizing a description length, and so on. The No Free Lunch results throw such techniques into question. If there are no problem-independent reasons to prefer one algorithm over another, why is overfitting avoidance nearly universally advocated? For a given training error, why do we generally advocate simple classifiers with fewer features and parameters?

In fact, techniques for avoiding overfitting or minimizing description length are not inherently beneficial; instead, such techniques amount to a preference, or “bias,” over the forms or parameters of classifiers. They are only beneficial if they happen to address problems for which they work. It is the match of the learning algorithm to the problem — not the imposition of overfitting avoidance — that determines the empirical success. There are problems for which overfitting avoidance actually leads to worse performance. The effects of overfitting avoidance depend upon the choice of representation too; if the feature space is mapped to a new, formally equivalent one, overfitting avoidance has different effects (Computer exercise ??).

In light of the negative results from the No Free Lunch theorems, we might probe more deeply into the frequent empirical “successes” of the minimum description length principle and the more general philosophical principle of Occam’s razor. In its original form, Occam’s razor stated merely that “entities” (or explanations) should not be multiplied beyond necessity, but it has come to be interpreted in pattern recognition as counselling that one should not use classifiers that are more complicated than are necessary, where “necessary” is determined by the quality of fit to the training data. Given the respective requisite assumptions, the No Free Lunch theorem proves that
there is no benefit in “simple” classifiers (or “complex” ones, for that matter) —
simple classifiers claim neither unique nor universal validity.

The frequent empirical “successes” of Occam’s razor imply that the classes of
problems addressed so far have certain properties. What might be the reason we
explore problems that tend to favor simpler classifiers? A reasonable hypothesis is that
through evolution, we have had strong selection pressure on our pattern recognition
apparatuses to be computationally simple — require fewer neurons, less time, and
so forth — and in general such classifiers tend to be “simple.” We are more likely
to ignore problems for which Occam’s razor does not hold. Analogously, researchers
naturally develop simple algorithms before more complex ones, as for instance in
the progression from the Perceptron, to multilayer neural networks, to networks with
pruning, to networks with topology learning, to hybrid neural net/rule-based methods,
and so on — each more complex than its predecessor. Each method is found to
work on some problems, but not ones that are “too complex.” For instance the
basic Perceptron is inadequate for optical character recognition; a simple three-layer
neural network is inadequate for speaker-independent speech recognition. Hence our
design methodology itself imposes a bias toward “simple” classifiers; we generally
stop searching for a design when the classifier is “good enough.” This principle of
satisficing — creating an adequate though possibly non-optimal solution — underlies
much of practical pattern recognition as well as human cognition.

Another “justification” for Occam’s razor derives from a property we might strongly
desire or expect in a learning algorithm. If we assume that adding more training data
does not, on average, degrade the generalization accuracy of a classifier, then a version
of Occam’s razor can in fact be derived. Note, however, that such a desired property
amounts to a non-uniform prior over learning algorithms — while this property is
surely desirable, it is a premise and cannot be “proven.” Finally, the No Free Lunch
theorem implies that we cannot use training data to create a scheme by which we can
with some assurance distinguish new problems for which the classifier will generalize
well from new problems for which the classifier will generalize poorly (Problem 8).

9.3 Bias and variance

Given that there is no general best classifier unless the probability over the class of
problems is restricted, practitioners must be prepared to explore a number of methods
or models when solving any given classification problem. Below we will define two ways
to measure the “match” or “alignment” of the learning algorithm to the classification
problem: the bias and the variance. The bias measures the accuracy or quality of
the match: high bias implies a poor match. The variance measures the precision or
specificity of the match: a high variance implies a weak match. Designers can adjust
the bias and variance of classifiers, but the important bias-variance relation shows
that the two terms are not independent; in fact, for a given mean-square error, they
obey a form of “conservation law.” Naturally, though, with prior information or even
mere luck, classifiers can be created that have a different mean-square error.

9.3.1 Bias and variance for regression

Bias and variance are most easily understood in the context of regression or curve
fitting. Suppose there is a true (but unknown) function \( F(x) \) with continuous valued
output with noise, and we seek to estimate it based on \( n \) samples in a set \( D \) generated
by $F(x)$. The regression function estimated is denoted $g(x; D)$ and we are interested in the dependence of this approximation on the training set $D$. Due to random variations in data selection, for some data sets of finite size this approximation will be excellent while for other data sets of the same size the approximation will be poor. The natural measure of the effectiveness of the estimator can be expressed as its mean-square deviation from the desired optimal. Thus we average over all training sets $D$ of fixed size $n$ and find (Problem 18)

$$
\mathbb{E}_D \left[ (g(x; D) - F(x))^2 \right] = \frac{\mathbb{E}_D(g(x; D) - F(x))^2 + \mathbb{E}_D(g(x; D) - \mathbb{E}_D(g(x; D)))^2}{\text{bias}^2 + \text{variance}}.
$$

Equation 11 shows that the mean-square error can be expressed as the sum of a bias and a variance term. The bias-variance dilemma or bias-variance trade-off is a general phenomenon: procedures with increased flexibility to adapt to the training data (e.g., have more free parameters) tend to have lower bias but higher variance. Different classes of regression functions $g(x; D)$ — linear, quadratic, sum of Gaussians, etc. — will have different overall errors; nevertheless, Eq. 11 will be obeyed.

Suppose for example that the true, target function $F(x)$ is a cubic polynomial of one variable, with noise, as illustrated in Fig. 9.4. We seek to estimate this function based on a sampled training set $D$. Column a) at the left, shows a very poor “estimate” $g(x)$ — a fixed linear function, independent of the training data. For different training sets sampled from $F(x)$ with noise, $g(x)$ is unchanged. The histogram of this mean-square error of Eq. 11, shown at the bottom, reveals a spike at a fairly high error; because this estimate is so poor, it has a high bias. Further, the variance of the constant model $g(x)$ is zero. The model in column b) is also fixed, but happens to be a better estimate of $F(x)$. It too has zero variance, but a lower bias than the poor model in a). Presumably the designer imposed some prior knowledge about $F(x)$ in order to get this improved estimate.

The model in column c) is a cubic with trainable coefficients; it would learn $F(x)$ exactly if $D$ contained infinitely many training points. Notice the fit found for every training set is quite good. Thus the bias is low, as shown in the histogram at the bottom. The model in d) is linear in $x$, but its slope and intercept are determined from the training data. As such, the model in d) has a lower bias than the models in a) and b).

In sum, for a given target function $F(x)$, if a model has many parameters (generally low bias), it will fit the data well but yield high variance. Conversely, if the model has few parameters (generally high bias), it may not fit the data particularly well, but this fit will not change much as for different data sets (low variance). The best way to get low bias and low variance is the have prior information about the target function. We can virtually never get zero bias and zero variance; to do so would mean there is only one learning problem to be solved, in which case the answer is already
Figure 9.4: The bias-variance dilemma can be illustrated in the domain of regression. Each column represents a different model, each row a different set of \( n = 6 \) training points, \( D_i \), randomly sampled from the true function \( F(x) \) with noise. Histograms of the mean-square error of \( E \equiv \mathcal{E}_D[(g(x) - F(x))^2] \) of Eq. 11 are shown at the bottom. Column a) shows a very poor model: a linear \( g(x) \) whose parameters are held fixed, independent of the training data. This model has high bias and zero variance. Column b) shows a somewhat better model, though it too is held fixed, independent of the training data. It has a lower bias than in a) and the same zero variance. Column c) shows a cubic model, where the parameters are trained to best fit the training samples in a mean-square error sense. This model has low bias, and a moderate variance. Column d) shows a linear model that is adjusted to fit each training set; this model has intermediate bias and variance. If these models were instead trained with a very large number \( n \to \infty \) of points, the bias in c) would approach a small value (which depends upon the noise), while the bias in d) would not; the variance of all models would approach zero.
known. Furthermore, a large amount of training data will yield improved performance so long as the model is sufficiently general to represent the target function. These considerations of bias and variance help to clarify the reasons we seek to have as much accurate prior information about the form of the solution, and as large a training set as feasible; the match of the algorithm to the problem is crucial.

9.3.2 Bias and variance for classification

While the bias-variance decomposition and dilemma are simplest to understand in the case of regression, we are most interested in their relevance to classification; here there are a few complications. In a two-category classification problem we let the target (discriminant) function have value 0 or +1, i.e.,

$$F(x) = \Pr[y = 1|x] = 1 - \Pr[y = 0|x]. \tag{12}$$

On first consideration, the mean-square error we saw for regression (Eq. 11) does not appear to be the proper one for classification. After all, even if the mean-square error fit is poor, we can have accurate classification, possibly even the lowest (Bayes) error. This is because the decision rule under a zero-one loss selects the higher posterior $P(\omega_1|x)$, regardless the amount by which it is higher. Nevertheless by considering the expected value of $y$, we can recast classification into the framework of regression we saw before. To do so, we consider a discriminant function

$$y = F(x) + \epsilon, \tag{13}$$

where $\epsilon$ is a zero-mean, random variable, for simplicity here assumed to be a centered binomial distribution with variance $\text{Var}[\epsilon|x] = F(x)(1 - F(x))$. The target function can thus be expressed as

$$F(x) = \mathcal{E}[y|x], \tag{14}$$

and now the goal is to find an estimate $g(x; \mathcal{D})$ which minimizes a mean-square error, such as in Eq. 11:

$$\mathcal{E}_\mathcal{D}[(g(x; \mathcal{D}) - y)^2]. \tag{15}$$

In this way the regression methods of Sect. 9.3.1 can yield an estimate $g(x; \mathcal{D})$ used for classification.

For simplicity we assume equal priors, $P(\omega_1) = P(\omega_2) = 0.5$, and thus the Bayes discriminant $y_B$ has threshold 1/2 and the Bayes decision boundary is the set of points for which $F(x) = 1/2$. For a given training set $\mathcal{D}$, if the classification error rate $\Pr[g(x; \mathcal{D}) = y]$ averaged over predictions at $x$ agrees with the Bayes discriminant,

$$\Pr[g(x; \mathcal{D}) = y] = \Pr[y_B(x) \neq y] = \min[F(x), 1 - F(x)], \tag{16}$$

then indeed we have the lowest error. If not, then the prediction yields an increased error

$$\Pr[g(x; \mathcal{D})] = \max[F(x), 1 - F(x)] \tag{17} = |2F(x) - 1| + \Pr[y_B(x) = y].$$

We average over all data sets of size $n$ and find
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\[
\Pr[g(x; \mathcal{D}) \neq y] = |2F(x) - 1|\Pr[g(x; \mathcal{D}) \neq y_B] + \Pr[y_B \neq y].
\]  (18)

Equation 18 shows that classification error rate is linearly proportional to \( \Pr[g(x; \mathcal{D}) \neq y_B] \), which can be considered a boundary error in that it represents the mis-estimation of the optimal (Bayes) boundary.

Because of random variations in training sets, the boundary error will depend upon \( p(g(x; \mathcal{D})) \), the probability density of obtaining a particular estimate of the discriminant given \( \mathcal{D} \). This error is merely the area of the tail of \( p(g(x; \mathcal{D})) \) on the opposite side of the Bayes discriminant value 1/2, much as we saw in Chap. ??, Fig. ??:

\[
\Pr[g(x; \mathcal{D}) \neq y_B] = \begin{cases} 
\int_{1/2}^\infty p(g(x; \mathcal{D})) \, dg & \text{if } F(x) < 1/2 \\
1/2 & \text{if } F(x) = 1/2 \\
\int_{-\infty}^{1/2} p(g(x; \mathcal{D})) \, dg & \text{if } F(x) \geq 1/2.
\end{cases}
\]  (19)

If we make the natural assumption that \( p(g(x; \mathcal{D})) \) is a Gaussian, we find (Problem 20)

\[
\Pr[g(x; \mathcal{D}) \neq y_B] = \Phi \left[ \text{sgn}[F(x) - 1/2] \left( \frac{\mathcal{E}_{\mathcal{D}}[g(x; \mathcal{D})] - 1/2}{\sqrt{\text{Var}[g(x; \mathcal{D})]}} \right) \right]  \\
= \Phi \left[ \text{sgn}[F(x) - 1/2] \frac{\mathcal{E}_{\mathcal{D}}[g(x; \mathcal{D})] - 1/2}{\sqrt{\text{Var}[g(x; \mathcal{D})]}} \right],
\]  (20)

where

\[
\Phi[t] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-1/2u^2} \, du = 1 - \text{erf}[t]
\]  (21)

and erf[...] is the familiar error function (App. ??).

We have expressed this boundary error in terms of a boundary bias, in analogy with the simple bias-variance relation in regression (Eq. 11). Equation 20 shows that the effect of the variance term on the boundary error is highly nonlinear and depends on the value of the boundary bias. Further, when the variance is small, this effect is particularly sensitive to the sign of the bias. In regression the estimation error is additive in bias\(^2\) and variance, whereas for classification there is a nonlinear and multiplicative interaction. In classification the sign of the boundary bias affects the role of variance in the error. For this reason low variance is generally important for accurate classification while low boundary bias need not be. Or said another way, in classification, variance generally dominates bias. In practical terms, this implies we need not be particularly concerned if our estimation is biased, so long as the variance is kept low. Numerous specific methods of classifier adjustment — pruning neural networks or decision trees, varying the number of free parameters, etc. — affect the bias and variance of a classifier; in Sect. 9.5 we shall discuss some methods applicable to a broad range of classification methods. Much as we saw in the bias-variance dilemma for regression, classification procedures with increased flexibility to adapt to the training data (e.g., have more free parameters) tend to have lower bias but higher variance.
As an illustration of boundary bias and variance in classifiers, consider a simple two-class problem in which samples are drawn from two-dimensional Gaussian distributions, each parameterized by vectors \( p(x|\omega_i) \sim N(\mu_i, \Sigma_i) \), for \( i = 1, 2 \). Here the true distributions have diagonal covariances, as shown at the top of Fig. 9.5. We have just a few samples from each category and estimate the parameters in three different classes of models by maximum likelihood. Column a) at the left shows the most general Gaussian classifiers; each component distribution can have arbitrary covariance matrix. Column b) at the middle shows classifiers where each component Gaussian is constrained to have a diagonal covariance. Column c) at the right shows the most restrictive model: the covariances are equal to the identity matrix, yielding circular Gaussian distributions. Thus the left column corresponds to very low bias, and the right column to high bias.

Each row in Fig. 9.5 represents a different training set, randomly selected from the true distribution (shown at the top), and the resulting classifiers. Notice that most feature points in the high bias cases retain their classification, regardless of the particular training set (i.e., such models have low variance), whereas the classification of a much larger range of points varies in the low bias case (i.e., there is high variance). While in general a lower bias comes at the expense of higher variance, the relationship is nonlinear and multiplicative.

At the bottom of the figure, three density plots show how the location of the decision boundary varies across many different training sets. The left-most density plot shows a very broad distribution (high variance). The right-most plot shows a narrow, peaked distribution (low variance). To visualize the bias, imagine taking the spatial average of the decision boundaries obtained by running the learning algorithm on all possible data sets. The average of such boundaries for the left-most algorithm will be equal to the true decision boundary — this algorithm has no bias. The right-most average will be a vertical line, and hence there will be higher error — this algorithm has the highest bias of the three. Histograms of the generalization error are shown along the bottom.

For a given bias, the variance will decrease as \( n \) is increased. Naturally, if we had trained using a very large training set (\( n \to \infty \)), all error histograms become narrower and move to lower values of \( E \). If a model is rich enough to express the optimal decision boundary, its error histogram for the large \( n \) case will approach a delta function at \( E = E_B \), the Bayes error.

As mentioned, to achieve the desired low generalization error it is more important to have low variance than to have low bias. The only way to get the ideal of zero bias and zero variance is to know the true model ahead of time (or be astoundingly lucky and guess it), in which case no learning was needed anyway. Bias and variance can be lowered with large training size \( n \) and accurate prior knowledge of the form of \( F(x) \). Further, as \( n \) grows, more parameters must be added to the model, \( g \), so the data can be fit (reducing bias). For best classification based on a finite training set, it is desirable to match the form of the model to that of the (unknown) true distributions; this usually requires prior knowledge.

### 9.4 *Resampling for estimating statistics*

When we apply some learning algorithm to a new pattern recognition problem with unknown distribution, how can we determine the bias and variance? Figures 9.4 & 9.5 suggest a method using multiple samples, an inspiration for formal “resampling”
Figure 9.5: The (boundary) bias-variance tradeoff in classification can be illustrated with a two-dimensional Gaussian problem. The figure at the top shows the (true) decision boundary of the Bayes classifier. The nine figures in the middle show nine different learned decision boundaries. Each row corresponds to a different training set of \( n = 8 \) points selected randomly from the true distributions and labeled according to the true decision boundary. Column a) shows the decision boundaries learning by fitting a Gaussian model with fully general covariance matrices by maximum likelihood. The learned boundaries differ significantly from one data set to the next; this learning algorithm has high variance. Column b) shows the decision boundaries resulting from fitting a Gaussian model with diagonal covariances; in this case the decision boundaries vary less from one row to another. This learning algorithm has a lower variance than the one at the left. Finally, column c) at the right shows decision boundaries learning by fitting a Gaussian model with unit covariances (i.e., a linear model); notice that the decision boundaries are nearly identical from one data set to the next. This algorithm has low variance.
methods, which we now discuss. Later we shall turn to our ultimate goal: using resampling and related techniques to improve classification (Sect. 9.5).

9.4.1 Jackknife

We begin with an example of how resampling can be used to yield a more informative estimate of a general statistic. Suppose we have a set \( D \) of \( n \) data points \( x_i (i = 1, \ldots, n) \), sampled from a one-dimensional distribution. The familiar estimate of the mean is, of course,

\[
\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} x_i. \tag{22}
\]

Likewise the estimate of the accuracy of the mean is the standard deviation, given by

\[
\hat{\sigma}^2 = \frac{1}{n(n-1)} \sum_{i=1}^{n} (x_i - \hat{\mu})^2. \tag{23}
\]

Suppose we were instead interested in the median, the point for which half of the distribution is higher, half lower. Although we could determine the median explicitly, there does not seem to be a straightforward way to generalize Eq. 23 to give a measure of the error of our estimate of the median. The same difficulty applies to estimating the mode (the most frequently represented point in a data set), the 25th percentile, or any of a large number of statistics other than the mean. The jackknife* and bootstrap (Sect. 9.4.2) are two of the most popular and theoretically grounded resampling techniques for extending the above approach (based on Eqs. 22 & 23) to arbitrary statistics, of which the mean is just one instance.

In resampling theory, we frequently use statistics in which a data point is eliminated from the data; we denote this by means of a special subscript. For instance, the leave-one-out mean is

\[
\mu(i) = \frac{1}{n-1} \sum_{j \neq i} x_j = \frac{n\bar{x} - x_i}{n-1}, \tag{24}
\]

i.e., the sample average of the data set if the \( i \)th point is deleted. Next we define the jackknife estimate of the mean to be

\[
\bar{\mu} = \frac{1}{n} \sum_{i=1}^{n} \mu(i), \tag{25}
\]

that is, the mean of the leave-one-out means. It is simple to prove that the traditional estimate of the mean and the jackknife estimate of the mean are the same, i.e., \( \hat{\mu} = \bar{\mu} \) (Problem 23). Likewise, the jackknife estimate of the variance of the estimate obeys

\[
\text{Var}[\bar{\mu}] = \frac{n-1}{n} \sum_{i=1}^{n} (\mu(i) - \bar{\mu})^2, \tag{26}
\]

and, applied to the mean, is equivalent to the traditional variance of Eq. 23 (Problem 26).

* The jackknife method, which also goes by the name of “leave one out,” was due to Maurice Quenouille. The playful name was chosen by John W. Tukey to capture the impression that the method was handy and useful in lots of ways.
The benefit of expressing the variance in the form of Eq. 26 is that it can be generalized to any other estimator \( \hat{\theta} \), such as the median or 25th percentile or mode, etc. To do so we need to compute the statistic with one data point “left out.” Thus we let

\[
\hat{\theta}_{(i)} = \hat{\theta}(x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)
\]

(27)

take the place of \( \mu_{(i)} \), and let \( \hat{\theta}_{(\cdot)} \) take the place of \( \mu_{(\cdot)} \) in Eqs. 25 & 26 above.

**Jackknife bias estimate**

The notion of bias is more general that that described in Sect. 9.3; in fact it can be applied to the estimation of any statistic. The **bias** of an estimator \( \theta \) is the difference between its true value and its expected value, i.e.,

\[
bias = \theta - \mathbb{E}[\hat{\theta}].
\]

(28)

The jackknife method can be used estimate such a bias. The procedure is first to sequentially delete points \( x_i \) one at a time from \( D \) and compute the estimate \( \hat{\theta}_{(\cdot)} \). Then the jackknife estimate of the bias is (Problem 21)

\[
bias_{jack} = (n - 1)(\hat{\theta}_{(\cdot)} - \hat{\theta}).
\]

(29)

We rearrange terms and thus see that the jackknife estimate of \( \theta \) itself is

\[
\hat{\theta} = \hat{\theta} - bias_{jack} = n\hat{\theta} - (n - 1)\hat{\theta}_{(\cdot)}.
\]

(30)

The benefit of using Eq. 30 is that it is a quadratic function, unbiased for estimating the true bias (Problem 25).

**Jackknife variance estimate**

Now we seek the jackknife estimate of the variance of an arbitrary statistic \( \theta \). First, recall that the traditional variance is defined as:

\[
\text{Var}[\hat{\theta}] = \mathbb{E}[\hat{\theta}(x_1, x_2, \ldots, x_n) - \mathbb{E}[\hat{\theta}]]^2.
\]

(31)

The jackknife estimate of the variance, defined by analogy to Eq. 26, is:

\[
\text{Var}_{jack}[\hat{\theta}] = \frac{n - 1}{n} \sum_{i=1}^{n} [\hat{\theta}_{(i)} - \hat{\theta}_{(\cdot)}]^2,
\]

(32)

where as before \( \hat{\theta}_{(\cdot)} = \frac{1}{n} \sum_{i=1}^{n} \hat{\theta}_{(i)} \).

**Example 2: Jackknife estimate of bias and variance of the mode**

Consider an elementary example where we are interested in the mode of the following \( n = 6 \) points: \( D = \{0, 10, 10, 10, 20, 20\} \). It is clear from the histogram that the most frequently represented point is \( \hat{\theta} = 10 \). The jackknife estimate of the mode is
\[ \hat{\theta}(i) = \frac{1}{n} \sum_{i=1}^{n} \theta(i) = \frac{1}{6}(10 + 15 + 15 + 15 + 10 + 10) = 12.5, \]

where for \( i = 2, 3, 4 \) we used the fact that the mode of a distribution having two equal peaks is the point midway between those peaks. The fact that \( \hat{\theta}(\cdot) > \hat{\theta} \) reveals immediately that the jackknife estimate takes into account more of the full (skewed) distribution than does the standard mode calculation.

\[
\frac{10 + 15 + 15 + 15 + 10 + 10}{6} = 12.5,
\]

A histogram of \( n = 6 \) points whose mode is \( \hat{\theta} = 10 \) and jackknife estimate of the mode is \( \hat{\theta}(\cdot) = 12.5 \). The square root of the jackknife estimate of the variance is a natural measure of the range of probable values of the mode. This range is indicated by the horizontal red bar.

The jackknife estimate of the bias of the estimate of the mode is given by Eq. 29:

\[
\text{bias}_{\text{jack}} = (n - 1)(\hat{\theta}(\cdot) - \hat{\theta}) = 5(12.5 - 10) = 12.5.
\]

Likewise, the jackknife estimate of the variance is given by Eq. 32:

\[
\text{Var}_{\text{jack}}[\hat{\theta}] = \frac{n - 1}{n} \sum_{i=1}^{n} (\hat{\theta}(i) - \hat{\theta}(\cdot))^2
\]

\[
= \frac{5}{6}[(10 - 12.5)^2 + 3(15 - 12.5)^2 + 2(10 - 12.5)^2] = 31.25.
\]

The square root of this variance, \( \sqrt{31.25} \approx 5.6 \), serves as an effective standard deviation. A red bar of twice this width, shown below the histogram, reveals that the traditional mode lies within this tolerance to the jackknife estimate of the mode.

The jackknife resampling technique often gives us a more satisfactory estimate of a statistic such as the mode than do traditional methods though it is more computationally complex (Problem 27).

### 9.4.2 Bootstrap

A “bootstrap” data set is one created by randomly selecting \( n \) points from the training set \( \mathcal{D} \), with replacement. (Since \( \mathcal{D} \) itself contains \( n \) points, there is nearly always
duplication of individual points in a bootstrap data set.) In bootstrap estimation,* this selection process is independently repeated $B$ times to yield $B$ bootstrap data sets, which are treated as independent sets. The bootstrap estimate of a statistic $\theta$, denoted $\hat{\theta}^B(\cdot)$, is merely the mean of the $B$ estimates on the individual bootstrap data sets:

$$\hat{\theta}^B(\cdot) = \frac{1}{B} \sum_{b=1}^{B} \hat{\theta}^B(b),$$

where $\hat{\theta}^B(b)$ is the estimate on bootstrap sample $b$.

**Bootstrap bias estimate**

The bootstrap estimate of the bias is (Problem ??)

$$\text{bias}_{\text{boot}} = \frac{1}{B} \sum_{b=1}^{B} \hat{\theta}^B(b) - \hat{\theta}^* = \hat{\theta}^B(\cdot) - \hat{\theta}. \quad (34)$$

Computer exercise 45 shows how the bootstrap can be applied to statistics that resist computational analysis, such as the “trimmed mean,” in which the mean is calculated for a distribution in which some percentage (e.g., 5%) of the high and the low points in a distribution have been eliminated.

**Bootstrap variance estimate**

The bootstrap estimate of the variance is

$$\text{Var}_{\text{boot}}[\theta] = \frac{1}{B} \sum_{b=1}^{B} \left[ \hat{\theta}^B(b) - \hat{\theta}^B(\cdot) \right]^2. \quad (35)$$

If the statistic $\theta$ is the mean, then in the limit of $B \to \infty$, the bootstrap estimate of the variance is the traditional variance of the mean (Problem 22). Generally speaking, the larger the number $B$ of bootstrap samples, the more satisfactory is the estimate of a statistic and its variance. One of the benefits of bootstrap estimation is that $B$ can be adjusted to the computational resources; if powerful computers are available for a long time, then $B$ can be chosen large. In contrast, a jackknife estimate requires exactly $n$ repetitions: fewer repetitions gives a poorer estimate that depends upon the random points chosen; more repetitions merely duplicates information already provided by some of the first $n$ leave-one-out calculations.

### 9.5 Resampling for classifier design

The previous section addressed the use of resampling in estimating statistics, including the accuracy of an existing classifier, but only indirectly referred to the design of classifiers themselves. We now turn to a number of general resampling methods that have proven effective when used in conjunction with any in a wide range of techniques.

* “Bootstrap” comes from Rudolf Erich Raspe’s wonderful stories “The adventures of Baron Munchhausen,” in which the hero could pull himself up onto his horse by lifting his own bootstraps. A different but more common usage of the term applies to starting a computer, which must first run a program before it can run other programs.
for training classifiers. These are related to methods for estimating and comparing classifier models that we will discuss in Sect. 9.6.

### 9.5.1 Bagging

The generic term *arcing* — adaptive reweighting and combining — refers to reusing or selecting data in order to improve classification. In Sect. 9.5.2 we shall consider the most popular arcing procedure, AdaBoost, but first we discuss briefly one of the simplest. Bagging — a name derived from “bootstrap aggregation” — uses multiple versions of a training set, each created by drawing $n' < n$ samples from $D$ with replacement. Each of these bootstrap data sets is used to train a different component classifier and the final classification decision is based on the vote of each component classifier. Traditionally the component classifiers are of the same general form — i.e., all hidden Markov models, or all neural networks, or all decision trees — merely the final parameter values differ among them due to their different sets of training patterns.

A classifier/learning algorithm combination is informally called *unstable* if “small” changes in the training data lead to significantly different classifiers and relatively “large” changes in accuracy. As we saw in Chap. ??, decision tree classifiers trained by a greedy algorithm can be unstable — a slight change in the position of a single training point can lead to a radically different tree. In general, bagging improves recognition for unstable classifiers since it effectively averages over such discontinuities. There are no convincing theoretical derivations or simulation studies showing that bagging will help all stable classifiers, however.

Bagging is our first encounter with multiclassifier systems, where a final overall classifier is based on the outputs of a number of component classifiers. The global decision rule in bagging — a simple vote among the component classifiers — is the most elementary method of pooling or integrating the outputs of the component classifiers. We shall consider multiclassifier systems again in Sect. 9.7, with particular attention to forming a single decision rule from the outputs of the component classifiers.

### 9.5.2 Boosting

The goal of boosting is to improve the accuracy of any given learning algorithm. In boosting we first create a classifier with accuracy on the training set greater than average, and then add new component classifiers to form an ensemble whose joint decision rule has arbitrarily high accuracy on the training set. In such a case we say the classification performance has been “boosted.” In overview, the technique trains successive component classifiers with a subset of the training data that is “most informative” given the current set of component classifiers. Classification of a test point $x$ is based on the outputs of the component classifiers, as we shall see.

For definiteness, consider creating three component classifiers for a two-category problem through boosting. First we randomly select a set of $n_1 < n$ patterns from the full training set $D$ (without replacement); call this set $D_1$. Then we train the first classifier, $C_1$, with $D_1$. Classifier $C_1$ need only be a *weak learner*, i.e., have accuracy only slightly better than chance. (Of course, this is the minimum requirement; a weak learner could have high accuracy on the training set. In that case the benefit

---

* In Sect. 9.7 we shall come across other names for component classifiers. For the present purposes we simply note that these are not classifiers of *component features*, but are instead members in an ensemble of classifiers whose outputs are pooled so as to implement a single classification rule.
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of boosting will be small.) Now we seek a second training set, $D_2$, that is the “most informative” given component classifier $C_1$. Specifically, half of the patterns in $D_2$ should be correctly classified by $C_1$, half incorrectly classified by $C_1$ (Problem 29).

Such an informative set $D_2$ is created as follows: we flip a fair coin. If the coin is heads, we select remaining samples from $D$ and present them, one by one to $C_1$ until $C_1$ misclassifies a pattern. We add this misclassified pattern to $D_2$. Next we flip the coin again. If heads, we continue through $D$ to find another pattern misclassified by $C_1$ and add it to $D_2$ as just described; if tails we find a pattern which $C_1$ classifies correctly. We continue until no more patterns can be added in this manner. Thus half of the patterns in $D_2$ are correctly classified by $C_1$, half are not. As such $D_2$ provides information complementary to that represented in $C_1$. Now we train a second component classifier $C_2$ with $D_2$.

Next we seek a third data set, $D_3$, which is not well classified by the combined system $C_1$ and $C_2$. We randomly select a training pattern from those remaining in $D$, and classify that pattern with $C_1$ and with $C_2$. If $C_1$ and $C_2$ disagree, we add this pattern to the third training set $D_3$; otherwise we ignore the pattern. We continue adding informative patterns to $D_3$ in this way; thus $D_3$ contains those not well represented by the combined decisions of $C_1$ and $C_2$. Finally, we train the last component classifier, $C_3$, with the patterns in $D_3$.

Now consider the use of the ensemble of three trained component classifiers for classifying a test pattern $x$. Classification is based on the votes of the component classifiers. Specifically, if $C_1$ and $C_2$ agree on the category label of $x$, we use that label; if they disagree, then we use the label given by $C_3$ (Fig. 9.6).

We skipped over a practical detail in the boosting algorithm: how to choose the number of patterns $n_1$ to train the first component classifier. We would like the final system to be trained with all patterns in $D$ of course; moreover, because the final decision is a simple vote among the component classifiers, we would like to have roughly equal number of patterns in each (i.e., $n_1 \approx n_2 \approx n_3 \approx n/3$). A reasonable first guess is to set $n_1 \approx n/3$ and create the three component classifiers. If the classification problem is very simple, however, component classifier $C_1$ will explain most of the data and thus $n_2$ (and $n_3$) will be much less than $n_1$, and not all of the patterns in the training set $D$ will be used. Conversely, if the problem is extremely difficult, then $C_1$ will explain but little of the data, and nearly all the patterns will be informative with respect to $C_1$; thus $n_2$ will be unacceptably large. Thus in practice we may need to run the overall boosting procedure a few times, adjusting $n_1$ in order to use the full training set and, if possible, get roughly equal partitions of the training set. A number of simple heuristics can be used to improve the partitioning of the training set as well (Computer exercise 2).

The above boosting procedure can be applied recursively to the component classifiers themselves, giving a 9-component or even 27-component full classifier. In this way, a very low training error can be achieved, even a vanishing training error if the problem is separable.

AdaBoost

There are a number of variations on basic boosting. The most popular, AdaBoost — from “adaptive” boosting — allows the designer to continue adding weak learners until some desired low training error has been achieved. In AdaBoost each training pattern receives a weight which determines its probability of being selected for a training set for an individual component classifier. If a training pattern is accurately
Given that the component classifiers are weak learners (i.e., each can learn a training set better than chance), then the ensemble classifier will have a lower training error on the full training set $D$ than does any single component classifier.

classified, then its chance of being used again in a subsequent component classifier is reduced; conversely, if the pattern is not accurately classified, then its chance of being used again is raised. In this way, AdaBoost “focuses in” on the informative or “difficult” patterns. Specifically, we initialize these weights across the training set to be uniform. On each iteration $k$, we draw a training set at random according to these weights, and train component classifier $C_k$ on the patterns selected. Next we increase weights of training patterns misclassified by $C_k$ and decrease weights of the patterns correctly classified by $C_k$. Patterns chosen according to this new distribution are used to train the next classifier, $C_{k+1}$, and the process is iterated.

We let the patterns and their labels in $D$ be denoted $x^i$ and $y_i$, respectively and let $W_k(i)$ be the $k$th (discrete) distribution over all these training samples. The AdaBoost procedure is then:

Algorithm 1 (AdaBoost)

1. begin initialize $D = \{x^1, y_1, x^2, y_2, \ldots, x^n, y_n\}$, $k_{max}, W_1(i) = 1/n, i = 1, \ldots, n$
2. $k \leftarrow 0$
3. do $k \leftarrow k + 1$
4. Train weak learner $C_k$ using $D$ sampled according to distribution $W_k(i)$
5. $E_k \leftarrow$ Training error of $C_k$ measured on $D$ using $W_k(i)$
6. $\alpha_k \leftarrow \frac{1}{2} \ln[(1 - E_k)/E_k]$

Figure 9.6: A two-dimensional two-category classification task is shown at the top. The middle row shows three component (linear) classifiers $C_k$ trained by LMS algorithm (Chap. ??), where their training patterns were chosen through the basic boosting procedure. The final classification is given by the voting of the three component classifiers, and yields a nonlinear decision boundary, as shown at the bottom. Given that the component classifiers are weak learners (i.e., each can learn a training set better than chance), then the ensemble classifier will have a lower training error on the full training set $D$ than does any single component classifier.
Note that in line 5 the error for classifier $C_k$ is determined with respect to the distribution $W_k(i)$ over $\mathcal{D}$ on which it was trained. In line 7, $Z_k$ is simply a normalizing constant computed to insure that $W_k(i)$ represents a true distribution, and $h_k(x^i)$ is the category label (+1 or -1) given to pattern $x^i$ by component classifier $C_k$. Naturally, the loop termination of line 8 could instead use the criterion of sufficiently low training error of the ensemble classifier.

The final classification decision of a test point $x$ is based on a discriminant function that is merely the weighted sums of the outputs given by the component classifiers:

$$g(x) = \left[ \sum_{k=1}^{k_{\text{max}}} \alpha_k h_k(x) \right].$$

(36)

The classification decision for this two-category case is then simply $\text{sgn}[g(x)]$.

Except in pathological cases, so long as each component classifier is a weak learner, the total training error of the ensemble can be made arbitrarily low by setting the number of component classifiers, $k_{\text{max}}$, sufficiently high. To see this, notice that the training error for weak learner $C_k$ can be written as $E_k = 1/2 - G_k$ for some positive value $G_k$. Thus the ensemble training error is (Problem 31):

$$E = \prod_{k=1}^{k_{\text{max}}} \left[ 2\sqrt{E_k(1-E_k)} \right] = \prod_{k=1}^{k_{\text{max}}} \sqrt{1 - 4G_k^2}$$

$$\leq \exp \left( -2 \sum_{k=1}^{k_{\text{max}}} G_k^2 \right),$$

(37)

as illustrated in Fig. 9.7. It is sometimes beneficial to increase $k_{\text{max}}$ beyond the value needed for zero ensemble training error since this may improve generalization. While a large $k_{\text{max}}$ could in principle lead to overfitting, simulation experiments have shown that overfitting rarely occurs, even when $k_{\text{max}}$ is extremely large.

At first glance, it appears that boosting violates the No Free Lunch Theorem in that an ensemble classifier seems always to perform better than any single component classifier on the full training set. After all, according to Eq. 37 the training error drops exponentially fast with the number of component classifiers. The Theorem is not violated, however: boosting only improves classification if the component classifiers perform better than chance, but this cannot be guaranteed a priori. If the component classifiers cannot learn the task better than chance, then we do not have a strong match between the problem and model, and should choose an alternate learning algorithm. Moreover, the exponential reduction in error on the training set does not insure reduction of the off-training set error or generalization, as we saw in Sect. 9.2.1. Nevertheless, AdaBoost has proven effective in many real-world applications.

### 9.5.3 Learning with queries

In the previous sections we assumed there was a set of labeled training patterns $\mathcal{D}$ and employed resampling methods to reuse patterns to improve classification. In
Figure 9.7: AdaBoost applied to a weak learning system can reduce the training error $E$ exponentially as the number of component classifiers, $k_{max}$, is increased. Because AdaBoost “focuses on” difficult training patterns, the training error of each successive component classifier (measured on its own weighted training set) is generally larger than that of any previous component classifier (shown in gray). Nevertheless, so long as the component classifiers perform better than chance (e.g., have error less than 0.5 on a two-category problem), the weighted ensemble decision of Eq. 36 insures that the training error will decrease, as given by Eq. 37. It is often found that the test error decreases in boosted systems as well, as shown in red.

To some applications, however, the patterns are unlabeled. We shall return in Chap. ?? to the problem of learning when no labels are available but here we assume there exists some (possibly costly) way of labeling any pattern. Our current challenge is thus to determine which unlabeled patterns would be most informative (i.e., improve the classifier the most) if they were labeled and used as training patterns. These are the patterns we will present as a query to an oracle — a teacher who can label, without error, any pattern. This approach is called variously learning with queries, active learning or interactive learning and is a special case of a resampling technique.

Learning with queries might be appropriate, for example, when we want to design a classifier for handwritten numerals using unlabeled pixel images scanned from documents from a corpus too large for us to label every pattern. We could start by randomly selecting some patterns, presenting them to an oracle, and then training the classifier with the returned labels. We then use learning with queries to select unlabeled patterns from our set to present to a human (the oracle) for labeling. Informally, we would expect the most valuable patterns would be near the decision boundaries.

More generally we begin with a preliminary, weak classifier that has been developed with a small set of labeled samples. There are two related methods for then selecting an informative pattern, i.e., a pattern for which the current classifier is least certain. In confidence based query selection the classifier computes discriminant functions $g_i(x)$ for the $c$ categories, $i = 1, \ldots, c$. An informative pattern $x$ is one for which the two largest discriminant functions have nearly the same value; such patterns lie near the current decision boundaries. Several search heuristics can be used to find such points efficiently (Problem 30).

The second method, voting based or committee based query selection, is similar to the previous method but is applicable to multiclassifier systems, that is, ones comprising several component classifiers (Sect. 9.7). Each unlabeled pattern is presented to
each of the \( k \) component classifiers; the pattern that yields the greatest disagreement among the \( k \) resulting category labels is considered the most informative pattern, and is thus presented as a query to the oracle. Voting based query selection can be used even if the component classifiers do not provide analog discriminant functions, for instance decision trees, rule-based classifiers or simple \( k \)-nearest neighbor classifiers. In both confidence based and voting based methods, the pattern labeled by the oracle is then used for training the classifier in the traditional way. (We shall return in Sect. 9.7 to training an ensemble of classifiers.)

Clearly such learning with queries does not directly exploit information about the prior distribution of the patterns. In particular, in most problems the distributions of query patterns will be large near the final decision boundaries (where patterns are informative) rather than at the region of highest prior probability (where they are typically less informative), as illustrated in Fig. 9.8. One benefit of learning with queries is that we need not guess the form of the underlying distribution, but can instead use non-parametric techniques, such as nearest-neighbor classification, that allow the decision boundary to be found directly.

If there is not a large set of unlabeled samples available for queries, we can nevertheless exploit learning with queries if there is a way to generate query patterns. Suppose we have a only small set of labeled handwritten characters. Suppose too we have image processing algorithms for altering these images to generate new, surrogate patterns for queries to an oracle. For instance the pixel images might be rotated, scaled, sheared, be subject to random pixel noise, or have their lines thinned. Further, we might be able to generate new patterns “in between” two labeled patterns by interpolating or somehow mixing them in a domain-specific way. With such generated query patterns the classifier can explore regions of the feature space about which it is least confident (Fig. 9.8).

### 9.5.4 Arcing, learning with queries, bias and variance

In Chap. ?? and many other places, we have stressed the need for training a classifier on samples drawn from the distribution on which it will be tested. Resampling in general, and learning with queries in particular, seem to violate this recommendation. Why can a classifier trained on a strongly weighted distribution of data be expected to do well — or better! — than one trained on the i.i.d. sample? Why doesn’t resampling lead to worse performance, to the extent that the resampled distribution differs from the i.i.d. one?

Indeed, if we were to take a model of the true distribution and train it with a highly skewed distribution obtained by learning with queries, the final classifier accuracy might be unacceptably low. Consider, however, two interrelated points about resampling methods and altered distributions. The first is that resampling methods are generally used with techniques that do *not* attempt to model or fit the full category distributions. Thus even if we suspect the prior distributions for two categories are Gaussian, we might use a non-parametric method such as nearest neighbor, radial basis function, or RCE classifiers when using learning with queries. Thus in learning with queries we are not fitting parameters in a model, as described in Chap. ??, but instead are seeking decision boundaries more directly.

The second point is that as the number of component classifiers is increased, techniques such as general boosting and AdaBoost effectively broaden that class of implementable functions, as illustrated in Fig. 9.6. While the final classifier might indeed be characterized as parametric, it is in an expanded space of parameters, one
Figure 9.8: Active learning can be used to create classifiers that are more accurate than ones using i.i.d. sampling. The figure at the top shows a two-dimensional problem with two equal circular Gaussian priors; the Bayes decision boundary is a straight line and the Bayes error $E_B = 0.02275$. The bottom figure on the left shows a nearest-neighbor classifier trained with $n = 30$ labeled points sampled i.i.d. from the true distributions. Note that most of these points are far from the decision boundary. The figure at the right illustrates active learning. The first four points were sampled near the extremes of the feature space. Subsequent query points were chosen midway between two points already used by the classifier, one randomly selected from each of the two categories. In this way, successive queries to the oracle “focused in” on the true decision boundary. The final generalization error of this classifier (0.02422) is lower than the one trained using i.i.d. samples (0.05001).

In broad overview, resampling, boosting and related procedures are heuristic methods for adjusting the class of implementable decision functions. As such they allow the designer to try to “match” the final classifier to the problem by indirectly adjusting the bias and variance. The power of these methods is that they can be used with an arbitrary classification technique such as the Perceptron, which would otherwise prove extremely difficult to adjust to the complexity of an arbitrary problem.

9.6 Estimating and comparing classifiers

There are at least two reasons for wanting to know the generalization rate of a classifier on a given problem. One is to see if the classifier performs well enough to be useful; another is to compare its performance with that of a competing design. Estimating the final generalization performance invariably requires making assumptions about the classifier or the problem or both, and can fail if the assumptions are not valid. We should stress, then, that all the following methods are heuristic. Indeed, if there were a foolproof method for choosing which of two classifiers would generalize better on an arbitrary new problem, we could incorporate such a method into the learning and violate the No Free Lunch Theorem. Occasionally our assumptions are explicit (as in parametric models), but more often than not they are implicit and difficult to identify or relate to the final estimation (as in empirical methods).
9.6.1 Parametric models

One approach to estimating the generalization rate is to compute it from the assumed parametric model. For example, in the two-class multivariate normal case, we might estimate the probability of error using the Bhattacharyya or Chernoff bounds (Chap ??), substituting estimates of the means and the covariance matrix for the unknown parameters. However, there are three problems with this approach. First, such an error estimate is often overly optimistic; characteristics that make the training samples peculiar or unrepresentative will not be revealed. Second, we should always suspect the validity of an assumed parametric model; a performance evaluation based on the same model cannot be believed unless the evaluation is unfavorable. Finally, in more general situations where the distributions are not simple it is very difficult to compute the error rate exactly, even if the probabilistic structure is known completely.

9.6.2 Cross validation

In cross validation we randomly split the set of labeled training samples $D$ into two parts: one is used as the traditional training set for adjusting model parameters in the classifier. The other set — the validation set — is used to estimate the generalization error. Since our ultimate goal is low generalization error, we train the classifier until we reach a minimum of this validation error, as sketched in Fig. 9.9. It is essential that the validation (or the test) set not include points used for training the parameters in the classifier — a methodological error known as “testing on the training set.”

![Figure 9.9: In cross validation, the data set $D$ is split into two parts. The first (e.g., 90% of the patterns) is used as a standard training set for setting free parameters in the classifier model; the other (e.g., 10%) is the validation set and is meant to represent the full generalization task. For most problems, the training error decreases monotonically during training, as shown in black. Typically, the error on the validation set decreases, but then increases, an indication that the classifier may be overfitting the training data. In cross validation, training or parameter adjustment is stopped at the first minimum of the validation error.](image)

Cross validation can be applied to virtually every classification method, where the specific form of learning or parameter adjustment depends upon the general training

* A related but less obvious problem arises when a classifier undergoes a long series of refinements guided by the results of repeated testing on the same test data. This form of “training on the test data” often escapes attention until new test samples are obtained.
method. For example, in neural networks of a fixed topology (Chap. ??), the amount of training is the number of epochs or presentations of the training set. Alternatively, the number of hidden units can be set via cross validation. Likewise, the width of the Gaussian window in Parzen windows (Chap. ??), and an optimal value of \( k \) in the \( k \)-nearest neighbor classifier (Chap. ??) can be set by cross validation.

Cross validation is heuristic and need not (indeed cannot) give improved classifiers in every case. Nevertheless, it is extremely simple and for many real-world problems is found to improve generalization accuracy. There are several heuristics for choosing the portion \( \gamma \) of \( D \) to be used as a validation set \( (0 < \gamma < 1) \). Nearly always, a smaller portion of the data should be used as validation set \( (\gamma < 0.5) \) because the validation set is used merely to set a single global property of the classifier (i.e., when to stop adjusting parameters) rather than the large number of classifier parameters learned using the training set. If a classifier has a large number of free parameters or degrees of freedom, then a larger portion of \( D \) should be used as a training set, i.e., \( \gamma \) should be reduced. A traditional default is to split the data with \( \gamma = 0.1 \), which has proven effective in many applications. Finally, when the number of degrees of freedom in the classifier is small compared to the number of training points, the predicted generalization error is relatively insensitive to the choice of \( \gamma \).

A simple generalization of the above method is \( m \)-fold cross validation. Here the training set is randomly divided into \( m \) disjoint sets of equal size \( n/m \), where \( n \) is again the total number of patterns in \( D \). The classifier is trained \( m \) times, each time with a different set held out as a validation set. The estimated performance is the mean of these \( m \) errors. In the limit where \( m = n \), the method is in effect the leave-one-out approach to be discussed in Sect. 9.6.3.

We emphasize that cross validation is a heuristic and need not work on every problem. Indeed, there are problems for which anti-cross validation is effective — halting the adjustment of parameters when the validation error is the first local maximum. As such, in any particular problem designers must be prepared to explore different values of \( \gamma \), and possibly abandon the use of cross validation altogether if performance cannot be improved (Computer exercise 5).

Cross validation is, at base, an empirical approach that tests the classifier experimentally. Once we train a classifier using cross validation, the validation error gives an estimate of the accuracy of the final classifier on the unknown test set. If the true but unknown error rate of the classifier is \( p \), and if \( k \) of the \( n' \) independent, randomly drawn test samples are misclassified, then \( k \) has the binomial distribution

\[
P(k) = \binom{n'}{k} p^k (1-p)^{n'-k}.
\]

Thus, the fraction of test samples misclassified is exactly the maximum likelihood estimate for \( p \) (Problem 39):

\[
\hat{p} = \frac{k}{n'}.
\]

The properties of this estimate for the parameter \( p \) of a binomial distribution are well known. In particular, Fig. 9.10 shows 95% confidence intervals as a function of \( \hat{p} \) and \( n' \). For a given value of \( \hat{p} \), the probability is 0.95 that the true value of \( p \) lies in the interval between the lower and upper curves marked by the number \( n' \) of test samples (Problem 36). These curves show that unless \( n' \) is fairly large, the maximum likelihood estimate must be interpreted with caution. For example, if no errors are made on 50 test samples, with probability 0.95 the true error rate is between zero and
8%. The classifier would have to make no errors on more than 250 test samples to be reasonably sure that the true error rate is below 2%.

Figure 9.10: The 95% confidence intervals for a given estimated error probability $\hat{p}$ can be derived from a binomial distribution of Eq. 38. For each value of $\hat{p}$, the true probability has a 95% chance of lying between the curves marked by the number of test samples $n'$. The larger the number of test samples, the more precise the estimate of the true probability and hence the smaller the 95% confidence interval.

9.6.3 Jackknife and bootstrap estimation of classification accuracy

A method for comparing classifiers closely related to cross validation is to use the jackknife or bootstrap estimation procedures (Sects. 9.4.1 & 9.4.2). The application of the jackknife approach to classification is straightforward. We estimate the accuracy of a given algorithm by training the classifier $n$ separate times, each time using the training set $D$ from which a different single training point has been deleted. This is merely the $m = n$ limit of $m$-fold cross validation. Each resulting classifier is tested on the single deleted point and the jackknife estimate of the accuracy is then simply the mean of these leave-one-out accuracies. Here the computational complexity may be very high, especially for large $n$ (Problem 28).

The jackknife, in particular, generally gives good estimates, since each of the the $n$ classifiers is quite similar to the classifier being tested (differing solely due to a single training point). Likewise, the jackknife estimate of the variance of this estimate is given by a simple generalization of Eq. 32. A particular benefit of the jackknife approach is that it can provide measures of confidence or statistical significance in the comparison between two classifier designs. Suppose trained classifier $C_1$ has an accuracy of 80% while $C_2$ has accuracy of 85%, as estimated by the jackknife procedure. Is $C_2$ really better than $C_1$? To answer this, we calculate the jackknife estimate of the variance of the classification accuracies and use traditional hypothesis testing to see if $C_1$’s apparent superiority is statistically significant (Fig. 9.11).

There are several ways to generalize the bootstrap method to the problem of es-
Figure 9.11: Jackknife estimation can be used to compare the accuracies of classifiers. The jackknife estimate of classifiers $C_1$ and $C_2$ are 80% and 85%, and full widths (twice the square root of the jackknife estimate of the variances) are 12% and 15%, as shown by the bars at the bottom. In this case, traditional hypothesis testing could show that the difference is not statistically significant at some confidence level.

timating the accuracy of a classifier. One of the simplest approaches is to train $B$ classifiers, each with a different bootstrap data set, and test on other bootstrap data sets. The bootstrap estimate of the classifier accuracy is simply the mean of these bootstrap accuracies. In practice, the high computational complexity of bootstrap estimation of classifier accuracy is rarely worth possible improvements in that estimate. In Sect. 9.5.1 we shall discuss bagging, a useful modification of bootstrap estimation.

9.6.4 Maximum-likelihood model comparison

Recall first the maximum-likelihood parameter estimation methods discussed in Chap. ??.

Given a model with unknown parameter vector $\theta$, we find the value $\hat{\theta}$ which maximizes the probability of the training data, i.e., $p(D|\theta)$. Maximum-likelihood model comparison or maximum-likelihood model selection — sometimes called ML-II — is a direct generalization of those techniques. The goal here is to choose the model that best explains the training data, in a way that will become clear below.

We again let $h_i \in H$ represent a candidate hypothesis or model (assumed discrete for simplicity), and $D$ the training data. The posterior probability of any given model is given by Bayes’ rule:

$$
P(h_i|D) = \frac{P(D|h_i)P(h_i)}{p(D)} \propto P(D|h_i)P(h_i),$$  \hspace{1cm} (40)

where we will rarely need the normalizing factor $p(D)$. The data-dependent term, $P(D|h_i)$, is the evidence for $h_i$; the second term, $P(h_i)$, is our subjective prior over the space of hypotheses — it rates our confidence in different models even before the data arrive. In practice, the data-dependent term dominates in Eq. 40, and hence the priors $P(h_i)$ are often neglected in the computation. In maximum-likelihood model comparison, we find the maximum likelihood parameters for each of the candidate models, calculate the resulting likelihoods, and select the model with the largest such likelihood in Eq. 40 (Fig. 9.12).
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Figure 9.12: The evidence (i.e., probability of generating different data sets given a model) is shown for three models of different expressive power or complexity. Model $h_1$ is the most expressive, since with different values of its parameters the model can fit a wide range of data sets. Model $h_3$ is the most restrictive of the three. If the actual data observed is $D^0$, then maximum-likelihood model selection states that we should choose $h_2$, which has the highest evidence. Model $h_2$ “matches” this particular data set better than do the other two models, and should be selected.

9.6.5 Bayesian model comparison

Bayesian model comparison uses the full information over priors when computing posterior probabilities in Eq. 40. In particular, the evidence for a particular hypothesis is an integral,

$$P(D|h_i) = \int p(D|\theta, h_i)p(\theta|D, h_i)d\theta, \quad (41)$$

where as before $\theta$ describes the parameters in the candidate model. It is common for the posterior $P(\theta|D, h_i)$ to be peaked at $\hat{\theta}$, and thus the evidence integral can often be approximated as:

$$P(D|h_i) \simeq P(D|\hat{\theta}, h_i)\frac{p(\hat{\theta}|h_i)\Delta\theta}{\Delta\theta^0}. \quad (42)$$

Before the data arrive, model $h_i$ has some broad range of model parameters, denoted by $\Delta^0\theta$ and shown in Fig. 9.13. After the data arrive, a smaller range is commensurate or compatible with $D$, denoted $\Delta\theta$. The Occam factor in Eq. 42,

$$\text{Occam factor} = \frac{p(\hat{\theta}|h_i)\Delta\theta}{\Delta\theta^0} \quad (43)$$

is the ratio of two volumes in parameter space: 1) the volume that can account for data $D$ and 2) the prior volume, accessible to the model without regard to $D$. The Occam factor has magnitude less than 1.0; it is simply the factor by which the hypothesis space collapses by the presence of data. The more the training data, the smaller the range of parameters that are commensurate with it, and thus the greater this collapse in the parameter space and the larger the Occam factor (Fig. 9.13).
Figure 9.13: In the absence of training data, a particular model $h$ has available a large range of possible values of its parameters, denoted $\Delta^0\theta$. In the presence of a particular training set $D$, a smaller range is available. The Occam factor, $\Delta\theta/\Delta^0\theta$, measures the fractional decrease in the volume of the model’s parameter space due to the presence of training data $D$. In practice, the Occam factor can be calculated fairly easily if the evidence is approximated as a $k$-dimensional Gaussian, centered on the maximum-likelihood value $\hat{\theta}$.

Naturally, once the posteriors for different models have been calculated by Eq. 42 & 40, we select the single one having the highest such posterior. (Ironically, the Bayesian model selection procedure is itself not truly Bayesian, since a Bayesian procedure would average over all possible models when making a decision.)

The evidence for $h_i$, i.e., $P(D|h_i)$, was ignored in a maximum-likelihood setting of parameters $\hat{\theta}$; nevertheless it is the central term in our comparison of models. As mentioned, in practice the evidence term in Eq. 40 dominates the prior term, and it is traditional to ignore such priors, which are often highly subjective or problematic anyway (Problem 38, Computer exercise 7). This procedure represents an inherent bias towards simple models (small $\Delta\theta$); models that are overly complex (large $\Delta\theta$) are automatically self-penalizing where “overly complex” is a data-dependent concept.

In the general case, the full integral of Eq. 41 is too difficult to calculate analytically or even numerically. Nevertheless, if $\theta$ is $k$-dimensional and the posterior can be assumed to be a Gaussian, then the Occam factor can be calculated directly (Problem 37), yielding:

$$ P(D|h_i) \simeq P(D|\hat{\theta}, h_i) p(\hat{\theta}|h_i)(2\pi)^{k/2} |H|^{-1/2}. $$

where

$$ H = \frac{\partial^2 \ln p(\theta|D, h_i)}{\partial \theta^2} $$

is a Hessian matrix — a matrix of second-order derivatives — and measures how “peaked” the posterior is around the value $\hat{\theta}$. Note that this Gaussian approximation does not rely on the fact that the underlying model of the distribution of the data in feature space is or is not Gaussian. Rather, it is based on the assumption that the evidence distribution arises from a large number of independent uncorrelated processes and is governed by the Law of Large Numbers. The integration inherent
in Bayesian methods is simplified using this Gaussian approximation to the evidence. Since calculating the needed Hessian via differentiation is nearly always simpler than a high-dimensional numerical integration, the Bayesian method of model selection is not at a severe computational disadvantage relative to its maximum likelihood counterpart.

There may be a problem due to degeneracies in a model — several parameters could be relabeled and leave the classification rule (and hence the likelihood) unchanged. The resulting degeneracy leads, in essence, to an “overcounting” which alters the effective volume in parameter space. Degeneracies are especially common in neural network models where the parameterization comprises many equivalent weights (Chap. ??). For such cases, we must multiply the right hand side of Eq. 42 by the degeneracy of $\hat{\theta}$ in order to scale the Occam factor, and thereby obtain the proper estimate of the evidence (Problem 42).

**Bayesian model selection and the No Free Lunch Theorem**

There seems to be a fundamental contradiction between two of the deepest ideas in the foundation of statistical pattern recognition. On the one hand, the No Free Lunch Theorem states that in the absence of prior information about the problem, there is no reason to prefer one classification algorithm over another. On the other hand, Bayesian model selection is theoretically well founded and seems to show how to reliably choose the better of two algorithms.

Consider two “composite” algorithms — algorithm A and algorithm B — each of which employs two others (algorithm 1 and algorithm 2). For any problem, algorithm A uses Bayesian model selection and applies the “better” of algorithm 1 and algorithm 2. Algorithm B uses anti-Bayesian model selection and applies the “worse” of algorithm 1 and algorithm 2. It appears that algorithm A will reliably outperform algorithm B throughout the full class of problems — in contradiction with Part 1 of the No Free Lunch Theorem.

What is the resolution of this apparent contradiction? In Bayesian model selection we ignore the prior over the space of models, $\mathcal{H}$, effectively assuming it is uniform. This assumption therefore does not take into account how those models correspond to underlying target functions, i.e., mappings from input to category labels. Accordingly, Bayesian model selection usually corresponds to a non-uniform prior over target functions. Moreover, depending on the arbitrary choice of model, the precise non-uniform prior will vary. In fact, this arbitrariness is very well-known in statistics, and good practitioners rarely apply the principle of indifference, assuming a uniform prior over models, as Bayesian model selection requires. Indeed, there are many “paradoxes” described in the statistics literature that arise from not being careful to have the prior over models be tailored to the choice of models (Problem 38). The No Free Lunch Theorem allows that for some particular non-uniform prior there may be a learning algorithm that gives better than chance — or even optimal — results. Apparently Bayesian model selection corresponds to non-uniform priors that seem to match many important real-world problems.

**9.6.6 The problem-average error rate**

The examples we have given thus far suggest that the problem with having only a small number of samples is that the resulting classifier will not perform well on new data — it will not generalize well. Thus, we expect the error rate to be a function of
the number \( n \) of training samples, typically decreasing to some minimum value as \( n \) approaches infinity. To investigate this analytically, we must carry out the following familiar steps:

1. Estimate the unknown parameters from samples.
2. Use these estimates to determine the classifier.
3. Calculate the error rate for the resulting classifier.

In general this analysis is very complicated. The answer depends on everything — on the particular training patterns, on the way they are used to determine the classifier, and on the unknown, underlying probability structure. However, by using histogram approximations to the unknown probability densities and averaging appropriately, it is possible to draw some illuminating conclusions.

Consider a case in which two categories have equal prior probabilities. Suppose that we partition the feature space into some number \( m \) of disjoint cells \( C_1, \ldots, C_m \). If the conditional densities \( p(x|\omega_1) \) and \( p(x|\omega_2) \) do not vary appreciably within any cell, then instead of needing to know the actual value of \( x \), we need only know into which cell \( x \) falls. This reduces the problem to the discrete case. Let

\[
p_i = P(x \in C_1|\omega_1) \quad \text{and} \quad q_i = P(x \in C_1|\omega_2).
\]

Then, since we have assumed that \( P(\omega_1) = P(\omega_2) = 1/2 \), the vectors \( p = (p_1, \ldots, p_m)^t \) and \( q = (q_1, \ldots, q_m)^t \) determine the probability structure of the problem. If \( x \) falls in \( C_i \), the Bayes decision rule is to decide \( \omega_i \) if \( p_i > q_i \). The resulting Bayes error rate is given by

\[
P(E|p, q) = \frac{1}{2} \sum_{i=1}^m \min[p_i, q_i] \tag{46}
\]

When the parameters \( p \) and \( q \) are unknown and must be estimated from a set of training patterns, the resulting error rate will be larger than the Bayes rate. The exact error probability will depend on the set of training patterns and the way in which they are used to obtain the classifier. Suppose that half of the samples are labeled \( \omega_1 \) and half are labeled \( \omega_2 \), with \( n_{ij} \) being the number that fall in \( C_i \) and are labeled \( \omega_j \). Suppose further that we design the classifier by using the maximum likelihood estimates \( \hat{p}_i = 2n_{i1}/n \) and \( \hat{q}_i = 2n_{i2}/n \) as if they were the true values. Then a new feature vector falling in \( C_i \) will be assigned to \( \omega_1 \) if \( n_{i1} > n_{i2} \). With all of these assumptions, it follows that the probability of error for the resulting classifier is given by

\[
P(E|p, q, D) = \frac{1}{2} \sum_{n_{i1} > n_{i2}} q_i + \frac{1}{2} \sum_{n_{i1} \leq n_{i2}} p_i. \tag{47}
\]

To evaluate this probability of error, we need to know the true conditional probabilities \( p \) and \( q \), and the set of training patterns, or at least the numbers \( n_{ij} \). Different sets of \( n \) randomly chosen patterns will yield different values for \( P(E|p, q, D) \). We can use the fact that the numbers \( n_{ij} \) have a multinomial distribution to average over all of the possible sets of \( n \) random samples and obtain an average probability of error \( P(E|p, q, n) \). Roughly speaking, this is the typical error rate one should expect for \( n \) samples. However, evaluation of this average error rate still requires knowing the underlying problem, i.e., the values for \( p \) and \( q \). If \( p \) and \( q \) are quite different, the average error rate will be near zero, while if \( p \) and \( q \) are quite similar, it will be near 0.5.
A sweeping way to eliminate this dependence of the answer upon the problem is to average the answer over all possible problems. That is, we assume some prior distribution for the unknown parameters $p$ and $q$, and average $P(E|p, q, n)$ with respect to $p$ and $q$. The resulting **problem-average probability of error** $\bar{P}(E|m, n)$ will depend only on the number $m$ of cells, the number $n$ of samples, and the prior distributions.

Of course, choosing the prior distributions is a delicate matter. By favoring easy problems, we can make $\bar{P}$ approach zero, and by favoring hard problems we can make $\bar{P}$ approach 0.5. We would like to choose a prior distribution corresponding to the class of problems we typically encounter, but there is no obvious way to do that. A bold approach is merely to assume that problems are "uniformly distributed," i.e., that the vectors $p$ and $q$ are distributed uniformly over the simplexes

$$
p_i \geq 0, \quad \sum_{i=1}^{m} p_i = 1, \quad (48)$$

$$
q_i \geq 0, \quad \sum_{i=1}^{m} q_i = 1.
$$

Note that this uniform distribution over the space of $p$ and $q$ does not correspond to some purported uniform distribution over possible distributions or target functions, the issue pointed out in Sect. 9.6.5.

Figure 9.14 summarizes simulation experiments and shows curves of $\bar{P}$ as a function of the number of cells for fixed numbers of training patterns. With an infinite number of training patterns the maximum likelihood estimates are perfect, and $\bar{P}$ is the average of the Bayes error rate over all problems. The corresponding curve for $\bar{P}(E|m, \infty)$ decreases rapidly from 0.5 at $m = 1$ to the asymptotic value of 0.25 as $m$ approaches infinity. The fact that $\bar{P} = 0.5$ if $m = 1$ is not surprising, since if there is only one cell the decision must be based solely on the prior probabilities. The fact that $\bar{P}$ approaches 0.25 as $m$ approaches infinity is aesthetically pleasing, since this value is halfway between the extremes of 0.0 and 0.5. The fact that the problem-average error rate is so high merely shows that many hopelessly difficult classification problems are included in this average. Clearly, it would be rash indeed to conclude that the "average" pattern recognition problem will have this error rate.

However, the most interesting feature of these curves is that for every curve involving a finite number of samples there is an optimal number of cells. This is directly related to the fact that with a finite number of samples the performance will worsen if too many features are used. In this case it is clear why there exists an optimal number of cells for any given $n$ and $m$. At first, increasing the number of cells makes it easier to distinguish between the distributions represented by the vectors $p$ and $q$, thereby allowing improved performance. However, if the number of cells becomes too large, there will not be enough training patterns to fill them. Eventually, the number of patterns in most cells will be zero, and we must return to using just the ineffective a priori probabilities for classification. Thus, for any finite $n$, $\bar{P}(E|m, n)$ must approach 0.5 as $m$ approaches infinity.

The value of $m$ for which $\bar{P}(E|m, n)$ is minimum is quite small. For $n = 500$ samples, it is somewhere around $m = 200$ cells. Suppose that we were to form the cells by dividing each feature axis into $l$ intervals. Then with $d$ features we would have $m = l^d$ cells. If $l = 2$, which is extremely crude quantization, this implies that using more than four or five binary features will lead to worse rather than better
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Figure 9.14: The probability of error $E$ on a two-category problem for a given number of samples, $n$, can be estimated by splitting the feature space into $m$ cells of equal size and classifying a test point by according to the label of the most frequently represented category in the cell. The graphs show the average error of a large number of random problems having the given $n$ and $m$ indicated.

performance. This is a very pessimistic result, but then so is the statement that the average error rate is 0.25. These numerical values are a consequence of the prior distribution chosen for the problems, and are of no significance when one is facing a particular problem. The main thing to be learned from this analysis is that the performance of a classifier certainly does depend on the number of training patterns, and that if this number is fixed, increasing the number of features beyond a certain point raises the variance unacceptably, and will be counterproductive.

9.6.7 Predicting final performance from learning curves

Training on very large data sets can be computationally intensive, requiring days, weeks or even months on powerful machines. If we are exploring and comparing several different classification techniques, the total training time needed may be unacceptably long. What we seek, then, is a method to compare classifiers without the need of training all of them fully on the complete data set. If we can determine the most promising model quickly and efficiently, we need then only train this model fully.

One method is to use a classifier’s performance on a relatively small training set to predict its performance on the ultimate large training set. Such performance is revealed in a type of learning curve in which the test error is plotted versus the size of the training set. Figure 9.15 shows the error rate on an independent test set after the classifier has been fully trained on $n'$ points in the training set. (Note that in this form of learning curve the training error decreases monotonically and does not show “overtraining” evident in curves such as Fig. 9.9.)

For many real-world problems, such learning curves decay monotonically and can be adequately described by a power-law function of the form

$$E_{\text{test}} = a + b/n^{\beta}$$  (49)
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Figure 9.15: The test error for three classifiers, each fully trained on the given number \( n' \) of training patterns, decreases in a typical monotonic power-law function. Notice that the rank order of the classifiers trained on \( n' = 500 \) points differs from that for \( n' = 10000 \) points and the asymptotic case.

where \( a, b \) and \( \alpha \geq 1 \) depend upon the task and the classifier. In the limit of very large \( n' \), the training error equals the test error, since both the training and test sets represent the full problem space. Thus we also model the training error as a power-law function, having the same asymptotic error,

\[
E_{\text{train}} = a - c/n'^\beta. \tag{50}
\]

If the classifier is sufficiently powerful, this asymptotic error, \( a \), is equal to the Bayes error. Furthermore, such a powerful classifier can learn perfectly the small training sets and thus the training error (measured on the \( n' \) points) will vanish at small \( n' \), as shown in Fig. 9.16.

Figure 9.16: Test and training error of a classifier fully trained on data subsets of different size \( n' \) selected randomly from the full set \( D \). At low \( n' \), the classifier can learn the category labels of the points perfectly, and thus the training error vanishes there. In the limit \( n' \to \infty \), both training and test errors approach the same asymptotic value, \( a \). If the classifier is sufficiently powerful and the training data is sampled i.i.d., then \( a \) is the Bayes error rate, \( E_B \).

Now we seek to estimate the asymptotic error, \( a \), from the training and test errors on small and intermediate size training sets. From Eqs. 49 & 50 we find:

\[
E_{\text{test}} + E_{\text{train}} = 2a + \frac{b}{n'^\alpha} - \frac{c}{n'^\beta} \tag{51}
\]

\[
E_{\text{test}} - E_{\text{train}} = \frac{b}{n'^\alpha} + \frac{c}{n'^\beta}.
\]
If we make the assumption of \( \alpha = \beta \) and \( b = c \), then Eq. 51 reduces to

\[
\begin{align*}
    E_{\text{test}} + E_{\text{train}} &= 2a \\
    E_{\text{test}} - E_{\text{train}} &= \frac{2b}{n'^{\alpha}}.
\end{align*}
\]

Given this assumption, it is a simple matter to measure the training and test errors for small and intermediate values of \( n' \), plot them on a log-log scale and estimate \( a \), as shown in Fig. 9.17. Even if the approximations \( \alpha = \beta \) and \( b = c \) do not hold in practice, the difference \( E_{\text{test}} - E_{\text{train}} \) nevertheless still forms a straight line on a log-log plot and the sum, \( s = b + c \), can be found from the height of the \( \log[E_{\text{test}} + E_{\text{train}}] \) curve. The weighted sum \( cE_{\text{test}} + bE_{\text{train}} \) will be a straight line for some empirically set values of \( b \) and \( c \), constrained to obey \( b + c = s \), enabling \( a \) to be estimated (Problem 41). Once \( a \) has been estimated for each in the set of candidate classifiers, the one with the lowest \( a \) is chosen and must be trained on the full training set \( D \).

\[\text{Figure 9.17: If the test and training errors versus training set size obey the power-law functions of Eqs. 49 & 50, then the log of the sum and log of the difference of these errors are straight lines on a log-log plot. The estimate of the asymptotic error rate \( a \) is then simply related to the height of the } \log[E_{\text{test}} + E_{\text{train}}] \text{ line, as shown.}\]

\[9.6.8 \text{ The capacity of a separating plane}\]

Consider the partitioning of a \( d \)-dimensional feature space by a hyperplane \( w^T x + w_0 = 0 \), as might be trained by the Perceptron algorithm (Chap. ??). Suppose that we are given \( n \) sample points in general position, that is, with no subset of \( d + 1 \) points falling in a \( (d - 1) \)-dimensional subspace. Assume each point is labeled either \( \omega_1 \) or \( \omega_2 \). Of the \( 2^n \) possible dichotomies of \( n \) points in \( d \) dimensions, a certain fraction \( f(n, d) \) are said to be linear dichotomies. These are the labellings for which there exists a hyperplane separating the points labeled \( \omega_1 \) from the points labeled \( \omega_2 \). It can be shown (Problem 40) that this fraction is given by

\[
f(n, d) = \begin{cases} 
    1 & n \leq d + 1 \\
    \frac{2}{\pi^d} \sum_{i=0}^{d} \left( \binom{n-1}{i} \right) & n > d + 1,
\end{cases}
\]

as plotted in Fig. 9.18 for several values of \( d \).

To understand the issue more fully, consider the one-dimensional case with four points; according to Eq. 53, we have \( f(n = 4, d = 1) = 0.5 \). The table shows
schematically all sixteen of the equally likely labels for four patterns along a line. (For instance, 0010 indicates that the labels are assigned \( \omega_1 \omega_1 \omega_2 \omega_1 \).) The \( \times \) marks those arrangements that are linearly separable, i.e., in which a single point decision boundary can separate all \( \omega_1 \) patterns from all \( \omega_2 \) patterns. Indeed as given by Eq. 53, 8 of the 16 — half — are linearly separable.

<table>
<thead>
<tr>
<th>labels</th>
<th>lin. sep.?</th>
<th>labels</th>
<th>lin. sep.?</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>( \times )</td>
<td>1000</td>
<td>( \times )</td>
</tr>
<tr>
<td>0001</td>
<td>( \times )</td>
<td>1001</td>
<td></td>
</tr>
<tr>
<td>0010</td>
<td></td>
<td>1010</td>
<td></td>
</tr>
<tr>
<td>0011</td>
<td>( \times )</td>
<td>1011</td>
<td></td>
</tr>
<tr>
<td>0100</td>
<td></td>
<td>1100</td>
<td>( \times )</td>
</tr>
<tr>
<td>0101</td>
<td></td>
<td>1101</td>
<td></td>
</tr>
<tr>
<td>0110</td>
<td></td>
<td>1110</td>
<td>( \times )</td>
</tr>
<tr>
<td>0111</td>
<td>( \times )</td>
<td>1111</td>
<td>( \times )</td>
</tr>
</tbody>
</table>

Note from Fig. 9.18 that all dichotomies of \( d + 1 \) or fewer points are linear. This means that a hyperplane is not overconstrained by the requirement of correctly classifying \( d + 1 \) or fewer points. In fact, if \( d \) is large it is not until \( n \) is a sizable fraction of \( 2(d + 1) \) that the problem begins to become difficult. At \( n = 2(d + 1) \), which is sometimes called the capacity of a hyperplane, half of the possible dichotomies are still linear. Thus, a linear discriminant is not effectively overdetermined until the number of samples is several times as large as the dimensionality of the feature space or subset of the problems. This is often expressed as: “generalization begins only after learning ends.” Alternatively, we cannot expect a linear classifier to “match” a problem, on average, if the dimension of the feature space is greater than \( n/2 - 1 \).

Figure 9.18: The fraction of dichotomies of \( n \) points in \( d \) dimensions that are linear, as given by Eq. 53.

### 9.7 Combining classifiers

We have already mentioned classifiers whose decision is based on the outputs of component classifiers (Sects. 9.5.1 & 9.5.2). Such full classifiers are variously called mixture of expert models, ensemble classifiers, modular classifiers or occasionally pooled classifiers. Such classifiers are particularly useful if each of its component classifiers is highly trained — i.e., an “expert” — in a different region of the feature space. We
first consider the case where each component classifier provides probability estimates. Later, in Sect. 9.7.2 we consider the case where component classifiers provide rank order information or one-of-\(c\) outputs.

### 9.7.1 Component classifiers with discriminant functions

We assume that each pattern is produced by a mixture model, in which first some fundamental process or function indexed by \(r\) (where \(1 \leq r \leq k\)) is randomly chosen according to distribution \(P(r|x, \theta_0)\) where \(\theta_0\) is a parameter vector. Next, the selected process \(r\) emits an output \(y\) (e.g., a category label) according to \(P(y|x, \theta^r_0)\), where the parameter vector \(\theta^r_0\) describes the state of the process. (The superscript 0 indicates the properties of the generating model. Below, terms without this superscript refer to the parameters in a classifier.) The overall probability of producing output \(y\) is then the sum over all the processes according to:

\[
P(y|x, \Theta^0) = \sum_{r=1}^{k} P(r|x, \eta^0) P(y|x, \theta^r_0),
\]

where \(\Theta^0 = [\theta_0, \theta_1, \ldots, \theta_k]^t\) represents the vector of all relevant parameters. Equation 54 describes a mixture density, which could be discrete or continuous (Chap. ??).

Figure 9.19 shows the basic architecture of an ensemble classifier whose task is to classify a test pattern \(x\) into one of \(c\) categories; this architecture matches the assumed mixture model. A test pattern \(x\) is presented to each of the \(k\) component classifiers, each of which emits \(c\) scalar discriminant values, one for each category. The \(c\) discriminant values from component classifier \(r\) are grouped and marked \(g(x, \theta_r)\) in the figure, with

\[
\sum_{j=1}^{c} g_{rj} = 1 \text{ for all } r.
\]

All discriminant values from component classifier \(r\) are multiplied by a scalar weight \(w_r\), governed by the gating subsystem, which has a parameter vector \(\theta_0\). Below we shall use the conditional mean of the mixture density, which can be calculated from Eq. 54

\[
\mu = \mathcal{E}[y|x, \Theta] = \sum_{r=1}^{k} w_r \mu_r,
\]

where \(\mu_r\) is the conditional mean associated with \(P(y|x, \theta^0_r)\).

The mixture-of-experts architecture is trained so that each component classifier models a corresponding process in the mixture model, and the gating subsystem models the mixing parameters \(P(r|x, \theta_0^r)\) in Eq. 54. The goal is to find parameters that maximize the log-likelihood for \(n\) training patterns \(x^1, \ldots, x^n\) in set \(\mathcal{D}\):

\[
l(\mathcal{D}, \Theta) = \sum_{i=1}^{n} \ln \left( \sum_{r=1}^{k} P(r|x^i, \theta_0) P(y^i|x^i, \theta_r) \right).
\]

A straightforward approach is to use gradient descent on the parameters, where the derivatives are (Problem 43)
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The mixture of experts architecture consists of $k$ component classifiers or “experts,” each of which has trainable parameters $\theta_i$, $i = 1, \ldots, k$. For each input pattern $x$, each component classifier $i$ gives estimates of the category membership $g_{ir} = P(\omega_r|x, \theta_i)$. The outputs are weighted by the gating subsystem governed by parameter vector $\theta_0$, and pooled for ultimate classification.

$$\frac{\partial l(D, \Theta)}{\partial \mu_r} = \sum_{i=1}^{n} P(r|y^i, x^i) \frac{\partial}{\partial \mu_r} \ln[P(y^i|x^i, \theta_r)] \text{ for } r = 1, \ldots k \quad (58)$$

and

$$\frac{\partial l(D, \Theta)}{\partial g_{rr}} = \sum_{i=1}^{n} (P(r|y^i, x^i) - w_r^i). \quad (59)$$

Here $P(r|y^i, x^i)$ is the posterior probability of process $r$ conditional on the input and output being $x^i$ and $y^i$, respectively. Moreover, $w_r^i$ is the prior probability $P(r|x^i)$ that process $r$ is chosen given the input is $x^i$. Gradient descent according to Eq. 59 moves the prior probabilities to the posterior probabilities. The Expectation-Maximization (EM) algorithm can be used to train this architecture as well (Chap. ??).

The final decision rule is simply to choose the category corresponding to the maximum discriminant value after the pooling system. An alternative, winner-take-all method is to use the decision of the single component classifier that is “most confident,” i.e., has the largest single discriminant value $g_{rj}$. While the winner-take-all method is provably sub-optimal, it nevertheless is simple and can work well if the component classifiers are experts in separate regions of the input space.

We have skipped over a problem: how many component classifiers should be used? Of course, if we have prior information about the number of component processes that generated the mixture density, this should guide our choice of $k$. In the absence of such information, we may have to explore different values of $k$, thereby tailoring the bias and variance of the full ensemble classifier. Typically, if the true number of components in the mixture density is $k^*$, a mixture-of-experts more than $k^*$ component
classifiers will generalize better than one with fewer than \( k^* \) component classifiers because the extra component classifiers learn to duplicate one another and hence become redundant.

### 9.7.2 Component classifiers without discriminant functions

Occasionally we seek to form an ensemble classifier from highly trained component classifiers, some of which might not themselves compute discriminant functions. For instance, we might have four component classifiers — a \( k \)-nearest-neighbor classifier, a decision tree, a neural network, and a rule-based system — all addressing the same problem. While a neural network would provide analog values for each of the \( c \) categories, the rule-based system would give only a single category label (i.e., a one-of-\( c \) representation) and the \( k \)-nearest neighbor classifier would give only rank order of the categories.

In order to integrate the information from the component classifiers we must convert the their outputs into discriminant values obeying the constraint of Eq. 55 so we can use the framework of Fig. 9.19. The simplest heuristics to this end are the following:

**Analog** If the outputs of a component classifier are analog values \( \hat{g}_i \), we can use the softmax transformation,

\[
    g_i = \frac{e^{\hat{g}_i}}{\sum_{j=1}^{c} e^{\hat{g}_j}}.
\]

**Rank order** If the output is a rank order list, we assume the discriminant function is linearly proportional to the rank order of the item on the list. Of course, the resulting \( g_i \) should then be properly normalized, and thus sum to 1.0.

**One-of-\( c \)** If the output is a one-of-\( c \) representation, in which a single category is identified, we let \( g_j = 1 \) for the \( j \) corresponding to the chosen category, and 0 otherwise.

The table gives a simple illustration of these heuristics.

<table>
<thead>
<tr>
<th>Analog value</th>
<th>Rank order</th>
<th>One-of-( c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{g}_i )</td>
<td>( g_i )</td>
<td>( \hat{g}_i )</td>
</tr>
<tr>
<td>0.4</td>
<td>0.158</td>
<td>3rd</td>
</tr>
<tr>
<td>0.6</td>
<td>0.193</td>
<td>6th</td>
</tr>
<tr>
<td>0.9</td>
<td>0.260</td>
<td>5th</td>
</tr>
<tr>
<td>0.3</td>
<td>0.143</td>
<td>1st</td>
</tr>
<tr>
<td>0.2</td>
<td>0.129</td>
<td>2nd</td>
</tr>
<tr>
<td>0.1</td>
<td>0.111</td>
<td>4th</td>
</tr>
</tbody>
</table>

Once the outputs of the component classifiers have been converted to effective discriminant functions in this way, the component classifiers are themselves held fixed, but the gating network is trained as described in Eq. 59. This method is particularly useful when several highly trained component classifiers are pooled to form a single decision.
Summary

The No Free Lunch Theorem states that in the absence of prior information about the problem there are no reasons to prefer one learning algorithm or classifier model over another. Given that a finite set of feature values are used to distinguish the patterns under consideration, the Ugly Duckling Theorem states that the number of predicates shared by any two different patterns is constant, and does not depend upon the choice of the two objects. Together, these theorems highlight the need for insight into proper features and matching the algorithm to the data distribution — there is no problem independent “best” learning or pattern recognition system nor feature representation. In short, formal theory and algorithms taken alone are not enough; pattern classification is an empirical subject.

Two ways to describe the match between classifier and problem are the bias and variance. The bias measures the accuracy or quality of the match (high bias implies a poor match) and the variance measures the precision or specificity of the match (a high variance implies a weak match). The bias-variance dilemma states that learning procedures with increased flexibility to adapt to the training data (e.g., have more free parameters) tend to have lower bias but higher variance. In classification there is a non-linear relationship between bias and variance, and low variance tends to be more important for classification than low bias. If classifier models can be expressed as binary strings, the minimum description length principle states that the best model is the one with the minimum sum of such a model description and the training data with respect to that model. This general principle can be extended to cover model-specific heuristics such as weight decay and pruning in neural networks, regularization in specific models, and so on.

The basic insight underlying resampling techniques — such as the bootstrap, jackknife, boosting, and bagging — is that multiple data sets selected from a given data set enable the value and ranges of arbitrary statistics to be computed. In classification, boosting techniques such as AdaBoost adjust the match of full classifier to the problem (and thus the bias and variance) even for an arbitrary basic classification method. In learning with queries, the classifier system presents query patterns to an oracle for labeling. Such learning is most efficient if informative patterns — ones for which the classifier is least certain — are presented as queries.

There are a number of methods for estimating the final accuracy of classifiers and thus comparing them. Each is based on assumptions, for example that the parametric model is known, or that the form of its learning curve is known. Cross validation, jackknife and bootstrap methods are closely related techniques that use subsets of the training data to estimate classifier accuracy. Maximum likelihood (ML-II) and Bayesian methods — extensions of methods for setting parameters — can be used to compare and choose among models. A key term in Bayesian model selection is the Occam factor, which describes how the allowable volume in parameter space shrinks due to constraints imposed by the training data. The method penalizes “overly complex” models, where such complexity is a data-dependent property.

There are a number of methods for combining the outputs of separate component or “expert” classifiers, such as linear weighting, winner-takes-all, and so on. Overall classification is generally better when the decision rules of the component classifiers differ and provide complementary information.
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Convincing theoretical and philosophical justifications of Occam’s razor have been elusive. Karl Popper has argued that Occam’s razor is without operational value, since there is no clear criterion or measure of simplicity [74], a point echoed by other philosophers [90]. It is worth pointing out alternatives to Occam’s razor, which Isaac Newton cast in Principia as “Natura enim simplex est, et rerum causis superfluis non luxuriat,” or “for nature indeed is simple, and does not luxuriate in superfluous causes” [72]. The first alternative stems from Epicurus (342?–270?BC), who in a letter to Pythocles stated what we now call the principle of multiple explanations or principle of indifference: if several theories are consistent with the data, retain all such theories [29]. The second is a restatement of Bayes approach: the probability of a model or hypothesis being true is proportional to the designer’s prior belief in the hypothesis multiplied by the conditional probability of the data given the hypothesis in question. Occam’s razor, or here favoring “simplicity” in classifiers, can be motivated by considering the cost (difficulty) of designing the classifier and the principle of bounded rationality — that we often settle for an adequate but not necessarily the optimal solution [87]. An empirical study showing that simple classifiers often work well can be found in [45].

The basic bias-variance decomposition and bias-variance dilemma [37] in regression appear in many statistics books [41, 16]. Geman et al. give a very clear presentation in the context of neural networks, but their discussion of classification is only indirectly related to their mathematical derivations for regression [35]. Our presentation for classification (zero-one loss) is based on Friedman’s important paper [32]; the bias-variance decomposition has been explored in other non-quadratic cost functions as well [42].

Quenouille introduced the term jackknife in 1956 [76]. The theoretical foundations of resampling techniques are presented in Efron’s clear book [28], and practical guides to their use include [36, 25]. Papers on bootstrap techniques for error estimation include [48]. Breiman has been particularly active in introducing and exploring resampling methods for estimation and classifier design, such as bagging [11] and general arcing [13]. AdaBoost [31] builds upon Schapire’s analysis of the strength of weak learnability [82] and Freund’s early work in the theory of learning [30]. Boosting in multiclass problems is a bit more subtle than in two-category problems we discussed [83]. Angluin’s early work on queries for concept learning [3] was generalized to
active learning by Cohn and many others [18, 20] and is fundamental to some efforts in collecting large databases [93, 95, 94, 99].

Cross validation was introduced by Cover [23], and has been used extensively in conjunction with classification methods such as neural network. Estimates of error under different conditions include [34, 110, 103] and an excellent paper, which derives the size of test set needed for accurate estimation of classification accuracy is [39]. Bowyer and Phillip’s book covers empirical evaluation techniques in computer vision [10], many of which apply to more general classification domains.

The roots of maximum likelihood model selection stem from Bayes himself, but one of the earlier technical presentations is [38]. Interest in Bayesian model selection was revived in a series of papers by MacKay, whose primary interest was in applying the method to neural networks and interpolation [66, 69, 68, 67]. These model selection methods have subtle relationships to minimum description length (MDL) [78] and so-called maximum entropy approaches — topics that would take us a bit beyond our central concerns. Cortes and her colleagues pioneered the analysis of learning curves for estimating the final quality of a classifier [22, 21]. No rate of convergence results can be made in the arbitrary case for finding the Bayes error, however [6]. Hughes [46] first carried out the required computations and obtained in Fig. 9.14.

Extensive books on techniques for combining general classifiers include [55, 56] and for combining neural nets in particular include [86, 9]. Perrone and Cooper described the benefits that arise when expert classifiers disagree [73]. Dasarathy’s book [24] has a nice mixture of theory (focusing more on sensor fusion than multiclassifier systems per se) and a collection of important original papers, including [43, 61, 96]. The simple heuristics for converting 1-of-c and rank order outputs to numerical values enabling integration were discussed in [63]. The hierarchical mixture of experts architecture and learning algorithm was first described in [51, 52]. A specific hierarchical multiclassifier technique is stacked generalization [107, 88, 89, 12], where for instance Gaussian kernel estimates at one level are pooled by yet other Gaussian kernels at a higher level.

We have skipped over a great deal of work from the formal field of computational learning theory. Such work is generally preoccupied with convergence properties, asymptotics, and computational complexity, and usually relies on simplified or general models. Anthony and Biggs’ short, clear and elegant book is an excellent introduction to the field [5]; broader texts include [49, 70, 53]. Perhaps the work from the field most useful for pattern recognition practitioners comes from weak learnability and boosting, mentioned above. The Probably approximately correct (PAC) framework, introduced by Valiant [98], has been very influential in computation learning theory, but has had only minor influence on the development of practical pattern recognition systems. A somewhat broader formulation, Probably almost Bayes (PAB), is described in [4]. The work by Vapnik and Chervonenkis on structural risk minimization [102], and later Vapnik-Chervonenkis (VC) theory [100, 101], derives (among other things) expected error bounds; it too has proven influential to the theory community. Alas, the bounds derived are somewhat loose in practice [19, 106].

Problems

Section 9.2

1. One of the “conservations laws” for generalization states that the positive generalization performance of an algorithm in some learning situations must be offset
by negative performance elsewhere. Consider a very simple learning algorithm that
seems to contradict this law. For each test pattern, the prediction of the majority
learning algorithm is merely the category most prevalent in the training data.

(a) Show that averaged over all two-category problems of a given number of features
that the off-training set error is 0.5.

(b) Repeat (a) but for the minority learning algorithm, which always predicts the
category label of the category least prevalent in the training data.

(c) Use your answers from (a) & (b) to illustrate Part 2 of the No Free Lunch
Theorem (Theorem 9.1).

2. Prove Part 1 of Theorem 9.1, i.e., that uniformly averaged over all target functions
\( F \), \( E_1(E|F, n) - E_2(E|F, n) = 0 \). Summarize and interpret this result in words.

3. Prove Part 2 of Theorem 9.1, i.e., for any fixed training set \( \mathcal{D} \), uniformly averaged
over \( F \), \( E_1(E|F, \mathcal{D}) - E_2(E|F, \mathcal{D}) = 0 \). Summarize and interpret this result in words.

4. Prove Part 3 of Theorem 9.1, i.e., uniformly averaged over all priors \( P(F) \),
\( E_1(E|n) - E_2(E|n) = 0 \). Summarize and interpret this result in words.

5. Prove Part 4 of Theorem 9.1, i.e., for any fixed training set \( \mathcal{D} \), uniformly averaged
over \( P(F) \), \( E_1(E|\mathcal{D}) - E_2(E|\mathcal{D}) = 0 \). Summarize and interpret this result in words.

6. Suppose you call an algorithm better if it performs slightly better than average
over most problems, but very poorly on a small number of problems. Explain why
the NFL Theorem does not preclude the existence of algorithms “better” in this way.

7. Show by simple counterexamples that the averaging in the different Parts of the
No Free Lunch Theorem (Theorem 9.1) must be “uniformly.” For instance imagine
that the sampling distribution is a Dirac delta distribution centered on a single tar-
get function, and algorithm 1 guesses the target function exactly while algorithm 2
agrees with algorithm 1 on every prediction.

(a) Part 1

(b) Part 2

(c) Part 3

(d) Part 4

8. State how the No Free Lunch theorems imply that you cannot use training data to
distinguish between new problems for which you generalize well from those for which
you generalize poorly. Argue by reductio ad absurdum: that if you could distinguish
such problems, then the No Free Lunch Theorem would be violated.

9. Prove the relation \( \sum_{r=0}^{n} \binom{n}{r} = (1 + 1)^n = 2^n \) of Eq. 5 two ways:

(a) State the polynomial expansion of \((x + y)^n\) as a summation of coefficients and
powers of \( x \) and \( y \). Then, make a simple substitution for \( x \) and \( y \).

(b) Prove the relation by induction. Let \( K(n) = \sum_{r=0}^{n} \binom{n}{r} \). First confirm that the
relation is valid for \( n = 1 \), i.e., that \( K(1) = 2^1 \). Now prove that \( K(n + 1) = 2K(n) \) for arbitrary \( n \).
10. Consider the number of different Venn diagrams for k binary features \( f_1, \ldots, f_k \). (Figure 9.2 shows several of these configurations for the \( k = 3 \) case.)

(a) How many functionally different Venn diagrams exist for the \( k = 2 \) case? Sketch all of them. For each case, state how many different regions exists, i.e., how many different patterns can be described.

(b) Repeat part (a) for the \( k = 3 \) case.

(c) How many functionally different Venn diagrams exist for the arbitrary \( k \) case?

11. While the text outlined a proof of the Ugly Duckling Theorem (Theorem 9.2) this problem asks you to fill in some of the details and explain some of its implications.

(a) The discussion in the text assumed the classification problem had no constraints, and thus could be described by the most general Venn diagram, in which all predicates of a given rank \( r \) were present. How do the derivations change, if at all, if we know that there are constraints provided by the problem, and thus not all predicates of a given rank are possible, as in Fig. 9.2 (b) & (c)?

(b) Someone sees two cars, A and B, made by the same manufacturer in the same model year, both are four-door and have same engine type, but they differ solely in that one is red the other green. Car C is made by a different manufacturer, has a different engine, is two-door and is blue. Explain in as much detail as possible why, even in this seemingly clear case, that in fact there are no prior reasons to view cars A and B as any “more similar” than cars B and C.

12. Suppose we describe patterns by means of predicates of a particular rank \( r^* \). Show the Ugly Duckling Theorem (Theorem 9.2) applies to any single level \( r^* \), and thus for all predicates up to an arbitrary maximum level.

13. Make some simple assumptions and state, using \( O(\cdot) \) notation, the Kolmogorov complexity of the following binary strings:

(a) \( 010110111011110 \ldots \)

(b) \( 000 \ldots 00100 \ldots 000 \)

(c) \( e = 10.10110111111000010 \ldots 2 \)

(d) \( 2e = 101.01101111110000101 \ldots 2 \)

(e) The binary digits of \( \pi \), but where every 100th digit is changed to the numeral 1.

(f) The binary digits of \( \pi \), but where every \( n \)th digit is changed to the numeral 1.

14. Recall the notation from our discussion of the No Free Lunch Theorem and of Kolmogorov complexity. Suppose we use a learning algorithm with uniform \( P(h|D) \). In that case \( K(h, D) = K(D) \) in Eq. 8. Explain and interpret this result.

15. Consider two binary strings \( x_1 \) and \( x_2 \). Explain why the Kolmogorov complexity of the pair obeys \( K(x_1, x_2) \leq K(x_1) + K(x_2) + c \) for some positive constant \( c \).

16. Case where MDL is easier than imposing probabilities. xxx
17. The Berry paradox is related to famous liar’s paradox (“this statement is false”), as well as a number of paradoxes in set theory explored by Bertrand Russell and Kurt Gödel. The Berry paradox shows indirectly how the notion of Kolmogorov complexity can be difficult and subtle. Consider describing positive integers by means of sentences, for instance “the number of fingers on a human hand,” or “the number of primes less than a million.” Explain why the definition “the least number that cannot be defined in less than twenty words” is paradoxical, and informally how this relates to the difficulty in computing Kolmogorov complexity.

Section 9.3

18. Expand the left hand side of Eq. 11 to get the right hand side, which expresses the mean-square error as a sum of a bias$^2$ and variance. Can bias ever be negative? Can variance ever be negative?

19. Fill in the steps leading to Eq. 18, i.e.,

$$\Pr[g(x; D) \neq y] = |2F(x) - 1|\Pr[g(x; D) \neq y_B] + \Pr[y_B \neq y]$$

where the target function is $F(x)$, $g(x; D)$ is the computed discriminant value, $y_B$ is the Bayes discriminant value.

20. Assume that the probability of a obtaining a particular discriminant value for pattern $x$ for a training algorithm trained with data $D$, denoted $p(g(x; D))$ is a Gaussian. Use this Gaussian assumption and Eq. 19 to derive Eq. 20.

21. Derive the jackknife estimate of the bias in Eq. 29.

22. Prove that in the limit of $B \to \infty$, the bootstrap estimate of the variance of the mean is the same as the standard estimate of the variance of the mean.

Section 9.4

23. Prove that Eq. 24 for the average of the leave one out means, $\mu(\cdot)$, is equivalent to Eq. 22 for the sample mean, $\hat{\mu}$.

24. We say that an estimator is consistent if it converges to the true value in the limit of infinite data. Prove that the standard mean of Eq. 22 is not consistent for the distribution $p(x) \sim \tan^{-1}(x - a)$ for any finite real constant $a$.

25. Prove that the jackknife estimate of an arbitrary statistic $\theta$ given in Eq. 30 is unbiased for estimating the true bias.

26. Verify that Eq. 26 for the jackknife estimate of the variance of the mean is formally equivalent to the variance implied by the traditional estimate given in Eq. 23.

27. Consider $n$ points in one dimension. Use $O(\cdot)$ notation to express the computational complexity associated with each of the following estimations.

(a) The jackknife estimate of the mean.

(b) The jackknife estimate of the median.

(c) The jackknife estimate of the standard deviation.

(d) The bootstrap estimate of the mean.

(e) The bootstrap estimate of the median.

(f) The bootstrap estimate of the standard deviation.
28. What is the computational complexity of full jackknife estimate of accuracy and variance for an unpruned nearest-neighbor classifier (Chap. ??)?

29. In standard boosting applied to a two-category problem, we must create a data set that is “most informative” with respect to the current state of the classifier. Why does this imply that half of its patterns should be classified correctly, rather than none of them? In a c category problem, what portion of the patterns should be misclassified in a “most informative” set?

30. In active learning, learning can be speeded by creating patterns that are “informative,” i.e., those for which the two largest discriminants are approximately equal. Consider the two-category case where for any point $x$ in feature space, discriminant values $g_1$ and $g_2$ are returned by the classifier. Write pseudocode that takes two points — $x_1$ classified as $\omega_1$ and $x_2$ classified as $\omega_2$ — and rapidly finds a new point $x_3$ that is “near” the current decision boundary, and hence is “informative.” Assume only that the discriminant functions are monotonic along the line linking $x_1$ and $x_2$.

31. Consider AdaBoost with an arbitrary number of component classifiers.

(a) State clearly any assumptions you make, and derive Eq. 37 for the ensemble training error of the full boosted system.

(b) Recall that the training error for a weak learner applied to a two-category problem can be written $E_k = 1/2 - G_k$ for some positive value $G_k$. The training error for the first component classifier is $E_1 = 0.25$. Suppose that $G_k = 0.05$ for all $k = 1$ to $k_{max}$. Plot the upper bound on the ensemble test error given by Eq. 37, such as shown in Fig. 9.7.

(c) Suppose that $G_k$ decreases as a function of $k$. Specifically, repeat part (b) with the assumption $G_k = 0.05/k$ for $k = 1$ to $k_{max}$.

32. The No Free Lunch Theorem implies that if all problems are equally likely, then cross validation must fail as often as it succeeds. Show this as follows: Consider algorithm 1 to be standard cross validation, and algorithm 2 to be anti-cross validation, which advocates choosing the model that does worst on a validation set. Argue that if cross validation were better than anti-cross validation overall, the No Free Lunch Theorem would be violated.

33. Suppose we believe that the data for a pattern classification task from one category comes either from a uniform distribution $p(x) \sim U(x_l, x_u)$ or from a normal distribution, $p(x) \sim N(\mu, \sigma^2)$, but we have no reason to prefer one over the other. Our sample data is $D = \{2.5, 4.3, 9.7, 6\}$.

(a) Find the maximum likelihood values of $x_l$, and $x_u$ for the uniform model.

(b) Find the maximum likelihood values of $\mu$ and $\sigma$ for the Gaussian model.

(c) Use maximum likelihood model selection to decide which model should be preferred.

34. Suppose we believe that the data for a pattern classification task from one category comes either from a uniform distribution bounded below by 0, i.e., $p(x) \sim$
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$U(0, x_u)$ or from a normal distribution, $p(x) \sim N(\mu, \sigma^2)$, but we have no reason to prefer one over the other. Our sample data is $D = \{0.2, 0.5, 0.4, 0.3, 0.9, 0.7, 0.6\}$.

(a) Find the maximum likelihood values of $x_u$ for the uniform model.

(b) Find the maximum likelihood values of $\mu$ and $\sigma$ for the Gaussian model.

(c) Use maximum likelihood model selection to decide which model should be preferred.

(d) State qualitatively the difference between your solution here and that to Problem 33, without necessarily having to solve that problem. In particular, what are the implications from the fact that the two candidate models have different numbers of parameters?

35. Consider three candidate one-dimensional distributions each parameterized by an unknown value for its “center”:

- Gaussian: $p(x) \sim N(\mu, 1)$
- Triangle: $p(x) \sim T(\mu, 1) = \begin{cases} 1 - |x - \mu| & \text{for } |x - \mu| < 1 \\ 0 & \text{otherwise} \end{cases}$
- Uniform: $p(x) \sim U(\mu - 1, \mu + 1)$.

We are given the data $D = \{-0.9, -0.1, 0.1, 0.9\}$, and thus, clearly the maximum likelihood solution $\hat{\mu} = 0$ applies to each model.

(a) Use maximum likelihood model selection to determine the best model for this data. State clearly any assumptions you make.

(b) Suppose we are sure for each model that the center must lie in the range $-1 \leq \mu \leq 1$. Calculate the Occam factor for each model and the data given.

(c) Use Bayesian model selection to determine the “best” model given $D$.

36. Use Eq. 38 and generate curves of the form shown in Fig. 9.10. Prove analytically that the curves are symmetric with respect to the interchange $\hat{p} \rightarrow (1 - \hat{p})$ and $p \rightarrow (1 - p)$. Explain the reasons for this symmetry.

37. Let model $h_i$ be described by a $k$-dimensional parameter vector $\theta$. State your assumptions and show that the Occam factor can be written as

$$p(\hat{\theta}|h_i)(2\pi)^{k/2}|H|^{-1/2},$$

as given in Eq. 44, where the Hessian $H$ is a matrix of second-order derivatives defined in Eq. 45.

Bertrand’s paradox

38. Bertrand’s paradox shows how the notion of “uniformly distributed” models can be problematic, and leads us to question the principle of indifference (cf., Computer exercise 7). Consider the following problem: Given a circle, find the probability that a “randomly selected” chord has length greater than the side of an inscribed equilateral triangle.

Here are three possible solutions to this problem and their justifications, illustrated in the figure:
1. By definition, a chord strikes the circle at two points. We can arbitrarily rotate
the figure so as to place one of those points at the top. The other point is equally
likely to strike any other point on the circle. As shown in the figure at the left,
one-third of such points (red) will yield a chord with length greater than that
of the side of an inscribed equilateral triangle. Thus the probability a chord is
longer than the length of the side of an inscribed equilateral triangle is \( P = \frac{1}{3} \).

2. A chord is uniquely determined by the location of its midpoint. Any such mid-
point that lies in the circular disk whose radius is half that of the full circle will
yield a chord with length greater than that of an inscribed equilateral triangle.
Since the area of this red disk is one-fourth that of the full circle, the probability
is \( P = \frac{1}{4} \).

3. We can arbitrarily rotate the circle such that the midpoint of a chord lies on a
vertical line. If the midpoint lies closer to the center than half the radius of the
circle, the chord will be longer than the side of the inscribed equilateral triangle.
Thus the probability is \( P = \frac{1}{2} \).

![Diagram showing different probabilities]

Explain why there is little or no reason to prefer one of the solution methods over
another, and thus the solution to the problem itself is ill-defined. Use your answer to
reconcile Bayesian model selection with the No Free Lunch Theorem (Theorem 9.1).

39. If \( k \) of \( n' \) independent, randomly chosen test patterns are misclassified, then as
given in Eq. 38 \( k \) has a binomial distribution

\[
P(k) = \binom{n'}{k} p^k (1-p)^{n'-k}
\]

Prove that the maximum likelihood estimate for \( p \) is then \( \hat{p} = k/n' \), as given in Eq. 39.

40. Derive the relation for \( f(n, d) \), the fraction of dichotomies of \( n \) randomly chosen
points in \( d \) dimensions that are linearly separable, given by Eq. 53. Explain why
\( f(n, d) = 1 \) for \( n \leq d + 1 \).

41. Write pseudocode for an algorithm to determine the large \( n' \) limit of the test
error given the assumption of a power-law decrease in error described by Eq. 52 and
illustrated in Fig. 9.17.

42. Suppose a standard three-layer neural network having \( I \) input units, \( H \) hid-
den units, single bias unit and 2 output units is trained on a two-category problem
(Chap. ??). What is the degeneracy of the final assignment of weights? That is,
how many ways can the weights be relabeled with the decision rule being unchanged?
Explain how this degeneracy would need to be incorporated into a Bayesian model
selection.

\( \oplus \) Section 9.7
43. Let $x^i$ and $y^i$ denote input and output vectors, respectively, and $r$ index component processes ($1 \leq r \leq k$) in a mixture model. Use Bayes theorem, 

$$P(r|y^i, x^i) = \frac{P(r|x^i)P(y^i|x^i, r)}{\sum_{q=1}^{k} P(q|x^i)P(y^i|x^i, q)}$$

to derive the derivatives Eqs. 58 & 59 used for gradient descent learning in the mixture of experts model.

44. Suppose a mixture of experts classifier has $k$ Gaussians component classifiers of arbitrary mean and covariance in $d$ dimensions, $N(\mu, \Sigma)$. Derive the specific learning rules for the parameters of each component classifier and for the gating subsystem, special cases of Eqs. 58 & 59.

Computer exercises

Several exercises will make use of the following three-dimensional data sampled from four categories, denoted $\omega_i$.

<table>
<thead>
<tr>
<th>sample</th>
<th>$\omega_1$</th>
<th>$\omega_2$</th>
<th>$\omega_3$</th>
<th>$\omega_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_1$</td>
<td>$x_2$</td>
<td>$x_3$</td>
<td>$x_1$</td>
</tr>
<tr>
<td>1</td>
<td>2.5</td>
<td>3.4</td>
<td>7.9</td>
<td>4.2</td>
</tr>
<tr>
<td>2</td>
<td>4.3</td>
<td>4.4</td>
<td>7.1</td>
<td>11.7</td>
</tr>
<tr>
<td>3</td>
<td>7.1</td>
<td>0.8</td>
<td>6.3</td>
<td>8.4</td>
</tr>
<tr>
<td>4</td>
<td>1.4</td>
<td>-0.2</td>
<td>2.5</td>
<td>8.2</td>
</tr>
<tr>
<td>5</td>
<td>3.9</td>
<td>4.3</td>
<td>3.4</td>
<td>5.3</td>
</tr>
<tr>
<td>6</td>
<td>3.2</td>
<td>6.8</td>
<td>5.1</td>
<td>7.9</td>
</tr>
<tr>
<td>7</td>
<td>7.3</td>
<td>6.5</td>
<td>7.1</td>
<td>10.7</td>
</tr>
<tr>
<td>8</td>
<td>-0.7</td>
<td>3.1</td>
<td>8.1</td>
<td>9.6</td>
</tr>
<tr>
<td>9</td>
<td>2.8</td>
<td>5.9</td>
<td>2.2</td>
<td>8.2</td>
</tr>
<tr>
<td>10</td>
<td>6.1</td>
<td>7.6</td>
<td>4.3</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Section 9.2

1. Consider the use of the minimum description length principle for the design of a binary decision tree classifier (Chap. ??). Each question at a node is of the form “is $x_i > \theta$?” (or alternatively “is $x_i < \theta$?”). Specify each such question with 5 bits: two bits specify the feature queried ($x_1$, $x_2$, or $x_3$), a single bit specifies whether the comparison is $>$ or $<$, and four bits specify each $\theta$ as an integer $0 \leq \theta \leq 16$. Assume the Kolmogorov complexity of the classifier is, up to an additive constant, the sum of the bits of all questions. Assume too that the Kolmogorov complexity of the data given the tree classifier is merely the entropy of the data at the leaves, also measured in bits.

(a) Train your tree with the data from the four-category problem in the table above. Starting at the root, grow your tree a single node at a time, continuing until each node is as pure as possible. Plot as a function of the total number of nodes the Kolmogorov complexity of 1) the classifier, 2) the data with respect to the classifier, and 3) their sum (Eq. 8). Show the tree (including the questions at its nodes) having the minimum description length.
(b) The minimum description length principle gives a principled method for com-
paring classifiers in which the resolution of parameters (e.g., weights, thresholds,
etc.) can be altered. Repeat part (a) but using only three bits to specify each
threshold $\theta$ in the nodes.

(c) Assume that the additive constants for the Kolmogorov complexities of your
above classifiers are equal. Which of all the classifiers has the minimum descrip-
tion length?

Section 9.3

2. Illustrate the bias-variance decomposition and the bias-variance dilemma for
regression through simulations. Let the target function be $F(x) = x^2$ with Gaussian
noise of variance 0.1. First, randomly generate 100 data sets, each of size $n = 10$,
by selecting a value of $x$ uniformly in the range $-1 \leq x \leq 1$ and then applying $F(x)$
with noise. Train any free parameters $a_i$ (by minimum square error criterion) in each
of the regression functions in parts (a) – (d), one data set at a time. Then make a
histogram of the sum-square error of Eq. 11 (cf. Fig. 9.4). For each model use your
results to estimate the bias and the variance.

(a) $g(x) = 0.5$
(b) $g(x) = 1.0$
(c) $g(x) = a_0 + a_1x$
(d) $g(x) = a_0 + a_1x + a_2x^2 + a_3x^3$
(e) Repeat parts (a) – (d) for 100 data sets of size $n = 100$.

(f) Summarize all your above results, with special consideration of the bias-variance
decomposition and dilemma, and the effect of the size of the data set.

Section 9.4

2. The trimmed mean of a distribution is merely the sample mean of the distribution
from which some portion $\alpha$ (e.g., 0.1) of the highest and of the lowest points have
been deleted. The trimmed mean is, of course, less sensitive to the presence of outliers
than is the traditional sample mean.

(a) Show how in the limit $\alpha \to 0.5$, the trimmed mean of a distribution is the
median.

(b) Let the data $D$ be the $x_3$ values of the 10 patterns in category $\omega_2$ in the table
above. Write a program to determine the jackknife estimate of the median of
$D$, and the jackknife estimate of the variance of this estimate.

(c) Repeat part (b) but for the $\alpha = 0.1$ trimmed mean and its variance.

(d) Repeat part (b) but for the $\alpha = 0.2$ trimmed mean and its variance.

(e) Repeat parts (b) – (d) but where $D$ has an additional (“outlier”) point at $x_3 = 20$. 

TRIMMED MEAN
(f) Interpret your results, with special attention to the sensitivity of the trimmed mean to outliers.

Section 9.5

3. Write a program to implement the AdaBoost procedure (Algorithm 1) with component classifiers whose linear discriminants are trained by the basic LMS algorithm (Algorithm ?? from Chap. ??).

(a) Apply your system to the problem of discriminating the ten points in $\omega_1$ from the ten points in $\omega_2$ in the table above. Plot your training error as a function of the number of component classifiers. Be sure the graph extends to a $k_{max}$ sufficiently high that the training error vanishes.

(b) Define a “super-category” consisting of all the patterns in $\omega_1$ and $\omega_2$ in the table, and another super-category for the $\omega_3$ and $\omega_4$ patterns. Repeat part (a) for discriminating these super-categories.

(c) Compare and interpret your graphs in (a) & (b), paying particular attention to the relative difficulties of the classification problems.

4. Explore the value of active learning in a two-dimensional two-category problem in which the priors are Gaussians, $p(x) \sim N(\mu_i, \Sigma_i)$ with $\mu_1 = (5, 5, 5, 5)^T$, $\mu_2 = (-5, -5, -5, -5)^T$, $\Sigma_1 = \Sigma_2 = \begin{pmatrix} 20 & 0 \\ 0 & 20 \end{pmatrix}$ and $P(\omega_1) = P(\omega_2) = 0.5$. Throughout this problem, restrict data to be in the domain $-10 \leq x_i \leq 10$, for $i = 1, 2$.

(a) State by inspection the Bayes classifier. This will be the decision used by the oracle in part (c).

(b) Generate a training set of 100 points, 50 labeled $\omega_1$ sampled according to $p(x) \sim N(\mu_1, \Sigma_1)$ and likewise 50 patterns according to $p(x) \sim N(\mu_2, \Sigma_2)$. Train a nearest-neighbor classifier (Chap. ??) using your data, and plot the decision boundary in two dimensions.

(c) Now assume there is an oracle, which can label any query pattern according to your answer in part (a), which we exploit through a particular form of active learning. To begin the learning, choose 10 points according to a uniform distribution in the domain $-10 \leq x_i \leq 10$, for $i = 1, 2$. Apply labels to these points according to the oracle to get $D_1$ and $D_2$, for each category. Now generate new query points as follows. Randomly choose a point from $D_1$ and a point from $D_2$; create a query point midway between these two points. Label the point according to the oracle and add it to the appropriate $D_j$. Continue until the total number of labeled points is 100. Now create a nearest-neighbor classifier using all points, and plot the decision boundary in two dimensions.

(d) Compare qualitatively your classifiers from parts (a), (b) & (c), and discuss your results.

Section 9.6

5. Explore a case where cross validation need not yield and improved classifier. Throughout, the classifier will be $k$-nearest-neighbor (Chap. ??), where $k$ will be set by cross validation. two-category problem in two dimensions, with uniform prior distributions throughout the range $0 \leq x_i \leq 1$ for $i = 1, 2$. 


9.7. COMPUTER EXERCISES

(a) First form a third, test set $D_{test}$ of 20 points — 10 points in $\omega_1$ and 10 in $\omega_2$ — randomly chosen according to a uniform distribution.

(b) Next generate 100 points — 50 patterns in each category. Set $\gamma = 0.1$ and split this set into a training set $D_{train}$ (90 points) and validation set $D_{val}$ (10 points).

(c) Now form a $k$-nearest-neighbor classifier in which $k$ is increased until the first minimum the validation error is found. (Restrict $k$ to odd values, to avoid ties.) Now determine the error of your classifier using the test set.

(d) Repeat part (c), but instead find the $k$ that is the first maximum of the validation error.

(e) Repeat parts (c) & (d) five times, noting the test error in all ten cases.

(f) Discuss your results, in particular how they depend or do not depend upon the fact that the data were all uniformly distributed.

6. Consider three candidate one-dimensional distributions each parameterized by an unknown value for its “center”:

- Gaussian: $p(x) \sim N(\mu, \sigma^2)$
- Triangle: $p(x) \sim T(\mu, 1) = \begin{cases} 
1 - |x - \mu| & \text{for } |x - \mu| < 1 \\
0 & \text{otherwise}
\end{cases}$
- Uniform: $p(x) \sim U(\mu - 2, \mu + 2)$.

Suppose we are sure that for each model the center must lie in the range $-1 < \mu < 1$, and for the Gaussian that $0 \leq \sigma^2 \leq 1$. Suppose too that we are given the data $D = \{-0.9, -0.1, 0., 1., 0.9\}$. Clearly, the maximum likelihood solution $\hat{\mu} = 0$ applies to each model.

(a) Estimate the Occam factor in each case.

(b) Use Bayesian model selection to choose the best of these models.

7. Problem 38 describes Bertrand’s paradox, which involves the probability that a circle’s chord “randomly chosen” will have length greater than that of an inscribed equilateral triangle.

(a) Write a program to generate chords according to the logic of solution (1) in Problem 38. Generate 1000 such chords and estimate empirically the probability that a chord has length greater than that of an inscribed equilateral triangle.

(b) Repeat part (a) assuming the logic underlying solution (2).

(c) Repeat part (a) assuming the logic underlying solution (3).

(d) Explain why there is little or no reason to prefer one of the solution methods over another, and thus the solution to the stated problem is ill-defined.

(e) Relate your answers above to the No Free Lunch Theorem (Theorem 9.1) and Bayesian model selection.
8. Create a multiclassifier system for the data in the table above. As in Computer exercise 3, define two super-categories, where the twenty points in $\omega_1$ and $\omega_2$ form one category, $\omega_A$, and the remaining twenty points form $\omega_B$.

(a) Let the first component classifier be based on Gaussian priors, where the mean $\mu_i$ is arbitrary and the covariance is estimated by maximum likelihood (Chap. ??). What is training error measured using $\omega_A$ and $\omega_B$?

(b) Let the second component classifier also be based on Gaussian priors, but where the covariance is arbitrary.

(c) Train your two-component classifier by gradient descent (Eqs. 58 & 59). What is training error of the full system?

(d) Discuss your answers.
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